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RESUMO

Este artigo explora a segmentagao inteligente de clientes utilizando
o algoritmo K-Means, com foco em estratégias de marketing
orientadas por dados. A base de dados utilizada contém
informagdes detalhadas sobre 2000 clientes, incluindo varidveis
como idade, renda, ocupacdo ¢ educagdo. A metodologia emprega
técnicas de pré-processamento, como normalizacdo de dados e
One-Hot Encoding, além do Método do Cotovelo para determinar
o numero ideal de clusters. A Analise de Componentes Principais
(PCA) ¢ utilizada para reduzir a dimensionalidade dos dados,
melhorando a eficiéncia do K-Means. Os resultados demonstram
melhorias na personalizagdo de ofertas e na eficiéncia da alocagdo
de recursos.
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ABSTRACT

This paper explores intelligent customer segmentation using the K-
Means algorithm, focusing on data-driven marketing strategies.
The dataset contains detailed information on 2000 customers,
including age, income, occupation, and education. The
methodology employs preprocessing techniques such as data
normalization, One-Hot Encoding, and the Elbow Method to
determine the optimal number of clusters. Principal Component
Analysis (PCA) reduces data dimensionality, enhancing K-Means
efficiency. Results indicate improvements in offer personalization
and resource allocation efficiency.
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1. INTRODUCAO

A segmentagdo de clientes através de técnicas de clusterizacdo
desempenha um papel fundamental na gestdo de negodcios,
particularmente em estratégias de marketing orientadas por dados.
Em um cenario de mercado cada vez mais competitivo, o uso de
dados para identificar padrdes de comportamento entre os
consumidores possibilita uma abordagem mais eficiente, alinhando
produtos e servicos as necessidades especificas de cada grupo de
clientes. Ferramentas como K-Means, K-Medoids e métodos
hibridos tém sido amplamente utilizadas para otimizar a
segmentag¢do, proporcionando as empresas uma visdo clara sobre
como melhor atender e fidelizar diferentes segmentos de clientes
(JAIN, 2010).

A clusterizagdo vai além da segmentagdo tradicional baseada em
fatores demograficos ou geograficos. Ela permite uma analise mais
detalhada do comportamento do consumidor, incorporando
varidveis como preferéncias de compra, interagdes digitais e
respostas a campanhas anteriores. Este aprofundamento possibilita
uma segmentacdo mais eficaz, focada em comportamentos e
padrdes de consumo, ao invés de simples agrupamentos
demograficos. Por exemplo, Patro e Sahu (2015) explicam que a
normalizagdo dos dados e o pré-processamento adequado sdo
fundamentais para que técnicas de clusterizagdo como o K-Means
identifiquem corretamente os padrdes significativos de consumo e
preferéncias.

Além de melhorar a personalizagdo de ofertas, a clusterizagdo
também ¢ essencial para a otimizagdo de recursos dentro das
empresas. Ao identificar os grupos de clientes mais lucrativos ou
os que demandam maior atengdo, as organizagdes podem alocar
seus recursos de forma mais eficiente, concentrando esfor¢os em
areas com maior potencial de retorno. Segundo MacQueen (1967),
o algoritmo K-Means ¢ particularmente til para criar perfis de
consumidores em ambientes com grandes volumes de dados, o que
permite o desenvolvimento de estratégias de marketing mais
direcionadas e eficientes.
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Um exemplo de aplica¢éo da clusterizagdo ¢ no e-commerce, onde
a coleta de dados comportamentais permite uma compreensao mais
profunda das preferéncias dos consumidores. Grandes plataformas
de comércio eletronico, como a Amazon, utilizam algoritmos de
clusterizagdo para personalizar recomendacdes, ajustar a interface
de navegacdo e até prever a demanda por produtos. Zheng e Casari
(2018) destacam que essa personalizagdo ¢ essencial para melhorar
a experiéncia do cliente e aumentar o valor médio das transagdes,
pois as recomendagdes baseadas em dados comportamentais tém
maior probabilidade de conversao.

Além disso, técnicas de clusterizagdo tém sido empregadas em
estratégias de retengdo e fidelizacdo de clientes. Através da analise
preditiva, as empresas conseguem identificar padrdes de
comportamento que indicam uma possivel deser¢do de clientes, o
que permite que medidas preventivas sejam adotadas de forma
proativa. Por exemplo, Jolliffe ¢ Cadima (2016) sugerem que a
reducdo de dimensionalidade usando Analise de Componentes
Principais (PCA) pode auxiliar na identificacdo das variaveis mais
influentes que indicam comportamentos de risco de cancelamento,
melhorando a eficacia das estratégias de retengdo.

A andlise de dados em tempo real também se tornou uma pratica
comum em campanhas de marketing baseadas em eventos.
Ferramentas como cookies permitem que os websites capturem
dados detalhados sobre o comportamento dos visitantes,
possibilitando a criagdo de ofertas personalizadas em tempo real.
Segundo Kraemer e Blasey (2004), a correlagdo adequada entre
variaveis pode ser usada para identificar preferéncias dos
consumidores durante a navegacdo, mostrando um aumento
significativo nas taxas de conversdo e engajamento dos usudrios.

No entanto, o uso de algoritmos de clusterizagdo, como o K-Means,
apresenta desafios, como a escolha do numero adequado de clusters
¢ a sensibilidade a escolha dos centréides iniciais. Kodinariya e
Makwana (2013) abordam o método do cotovelo como uma técnica
eficaz para determinar o niimero ideal de clusters, enquanto outras
estratégias, como o uso de técnicas hibridas, podem resultar em
maior precisdo na identificagdo dos clusters e maior estabilidade
nos resultados.

Outra técnica complementar a clusterizagdo ¢ a Andlise de
Componentes Principais (PCA), que, ao reduzir a dimensionalidade
dos dados, facilita a visualizagdo e interpretacdo dos clusters.
Jolliffe e Cadima (2016) destacam que, embora o PCA nio seja um
método de clusterizagdo em si, ele auxilia na identificagdo das
variaveis mais influentes e na elimina¢do do ruido nos dados,
melhorando a eficiéncia dos algoritmos de clusterizagao.

Sendo assim, a aplicacdo de técnicas de clusterizagdo em
combinagdo com métodos de andlise preditiva e redugdo de
dimensionalidade ndo apenas melhora a precisdo da segmentagdo
de clientes, como também oferece uma vantagem competitiva para
empresas que buscam maximizar seu desempenho no mercado. Ao
utilizar algoritmos de clusterizagdo, as empresas podem
desenvolver estratégias personalizadas e adaptaveis, capazes de
atender as dindmicas necessidades de seus consumidores, ao
mesmo tempo em que otimizam suas operagdes € aumentam a
rentabilidade.

2. LEVANTAMENTO
BIBLIOGRAFICO

O agrupamento de clientes por meio de técnicas de segmentacao
desempenha um papel essencial no marketing de servigos
contemporaneo, pois facilita a personalizagdo de estratégias e
aprimora a relagdo entre empresas e consumidores. Essa pratica
permite que as organizagdes agrupem clientes com caracteristicas
semelhantes, o que as ajuda a identificar as necessidades e
comportamentos de diferentes grupos, tornando possivel a criacdo
de campanhas e ofertas mais direcionadas. Além disso, a
segmentagdo permite que as empresas alinhem seus produtos e
servicos as expectativas de seus clientes, maximizando assim a
relevancia e a eficacia de suas iniciativas de marketing.

As empresas se beneficiam do agrupamento de clientes de varias
formas. Primeiramente, a segmentagdo permite a identificagdo de
oportunidades de mercado mais precisas, facilitando a previsao de
tendéncias e a personalizacdo de ofertas com base em eventos e
gatilhos especificos. “Isso ndo apenas ajuda a melhorar a
experiéncia do cliente, mas também aumenta as taxas de
conversdo” (BAILEY et al., 2009), uma vez que as propostas se
tornam mais relevantes e alinhadas as necessidades dos
consumidores. Um exemplo pratico desse beneficio ¢ o uso de
modelos de propensdo, que ajudam as empresas a prever o
comportamento dos clientes e identificar o momento mais oportuno
para oferecer produtos ou servigos. Essas andlises, baseadas em
eventos significativos na vida do cliente, como a expiragdo de um
contrato ou uma mudanga de enderego, sdo particularmente Uteis
para aprimorar a comunicagdo personalizada, como tratado neste
artigo.

Outro aspecto importante do agrupamento de clientes ¢ sua
contribuicdo para a retengdo e fidelizagdo. Ao compreender melhor
o comportamento dos consumidores, as empresas podem identificar
sinais de insatisfacdo ou possiveis deser¢des, o que lhes permite
adotar medidas proativas para evitar a perda de clientes. Por
exemplo, o estudo de eventos e gatilhos na jornada do consumidor
pode indicar momentos em que um cliente estd mais propenso a
trocar de fornecedor ou quando uma agdo corretiva, como a oferta
de um beneficio exclusivo, pode ser mais eficaz (BAILEY et al.,
2009).

Além disso, a segmentacdo ndo se limita apenas a diferenciagdo de
clientes por caracteristicas demograficas ou geograficas. Cada vez
mais, as empresas estdo implementando estratégias de segmentagao
baseadas em comportamento ¢ necessidades. Esse foco na
individualizagdo ¢ crucial para garantir que cada cliente receba uma
experiéncia personalizada e relevante, o que, por sua vez, aumenta
o engajamento e a satisfacdo. As empresas que utilizam essa
abordagem se tornam mais ageis e capazes de responder
rapidamente as mudangas nas expectativas dos clientes, o que lhes
confere uma vantagem competitiva significativa.

Portanto, o agrupamento de clientes, apoiado por uma analise
detalhada de dados e eventos, continua sendo uma ferramenta
estratégica poderosa para as empresas que buscam melhorar sua
performance no mercado. Ao integrar essas praticas em suas
operagdes, as empresas podem ndo apenas atender melhor as
necessidades de seus clientes, mas também otimizar suas operagdes
e maximizar a rentabilidade de suas a¢des (BAILEY et al., 2009).

A segmentagdo de clientes utilizando técnicas de clusterizagdo tem
se mostrado uma ferramenta essencial no contexto empresarial
contemporaneo. Em um mercado cada vez mais competitivo,
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compreender os diferentes perfis de consumidores ¢ fundamental
para otimizar as estratégias de marketing, personalizar ofertas e
melhorar a alocagdo de recursos. A clusterizagdo, por meio de
algoritmos que identificam padrdes e caracteristicas comuns entre
grupos de clientes, possibilita uma abordagem mais eficiente e
focada nas necessidades especificas de cada segmento (REDDY et
al., 2023).

A qualidade dos sites, por exemplo, desempenha um papel crucial
nesse processo, ¢ 0s cookies sdo ferramentas essenciais para
aprimorar essa qualidade. Ao armazenar pequenos arquivos de
texto no dispositivo do usuario, os cookies permitem que os sites
coletem dados detalhados sobre o comportamento dos visitantes,
como paginas visitadas, tempo gasto e interagdes realizadas (Kuan
et. al., 2008).

Essas informagdes sdo fundamentais para entender melhor as
preferéncias dos clientes e personalizar suas experiéncias. Com
dados sobre produtos visualizados e categorias de interesse, as
empresas podem oferecer recomendagdes precisas e ajustar
estratégias de marketing para atender as necessidades dos clientes
de maneira mais eficaz. Isso resulta em uma maior taxa de
conversdo, pois sites que oferecem uma navegacdo mais fluida e
um conteudo relevante tendem a incentivar mais compras.

Além disso, os cookies também sdo cruciais para a retencdo de
clientes. Eles possibilitam wuma experiéncia continua e
personalizada, lembrando das preferéncias e interagdes passadas
dos usuarios. Com essa personalizagdo, os clientes se sentem mais
valorizados, o que pode aumentar sua lealdade e a probabilidade de
compras repetidas. Por exemplo, sites podem sugerir produtos
complementares com base no historico de compras ou simplificar
o processo de login para facilitar o acesso em visitas futuras.

Historicamente, o K-Means, proposto por J.B. MacQueen em (LEE
et. al,, 1980), foi um dos primeiros algoritmos amplamente
utilizados para a clusterizacdo de dados. Este método se baseia na
divisgo de um conjunto de dados em K grupos ou clusters, onde
cada ponto ¢é atribuido ao cluster mais proximo com base na
distancia euclidiana. O K-Means destaca-se pela simplicidade e
eficiéncia, tornando-se uma escolha popular em d&reas como
mineracdo de dados e reconhecimento de padrdes. No entanto, esse
algoritmo apresenta algumas limitagdes, sendo a principal a sua
dependéncia na escolha dos pontos focais iniciais, que podem
influenciar significativamente os resultados obtidos. Entretanto, um
desafio constante no uso do K-Means ¢ a determinagdo do nimero
ideal de clusters (KASHWAN; VELU, 2013).

Com o tempo, surgiram melhorias para superar essas deficiéncias.
Um exemplo é o desenvolvimento de algoritmos hibridos, que
combinam o K-Means com outras técnicas. Um avango importante
descrito na literatura ¢ a combinag¢@o do algoritmo de maior
distancia minima com o K-Means tradicional, resultando em uma
versdo aprimorada do K-Means. Esta abordagem visa resolver dois
dos principais problemas do K-Means tradicional: a dependéncia
excessiva da escolha dos pontos focais iniciais e a tendéncia de ficar
preso em minimos locais. O algoritmo melhorado utiliza a distancia
minima para escolher os pontos focais iniciais de forma mais
inteligente, garantindo que eles estejam mais distantes entre si e
sejam mais representativos. Como resultado, a precisdo, velocidade
e estabilidade do agrupamento sdo significativamente aumentadas,
conforme demonstrado em experimentos comparativos.

Além do K-Means, o K-Medoids também ¢ utilizado em processos
de clusteriza¢do, principalmente por sua robustez a outliers. Ao

contrario do K-Means, que calcula a média dos pontos para
determinar os centrdides, o K-Medoids utiliza objetos reais como
representantes de clusters, reduzindo a influéncia de dados
extremos que poderiam distorcer os resultados. Dessa forma, essa
técnica oferece uma segmentacdo mais precisa em cendrios onde ha
grande variagdo entre os clientes (REDDY et al., 2023).

Outro recurso frequentemente associado a clusterizagdo ¢ a Analise
de Componentes Principais (PCA), que auxilia na redugdo da
dimensionalidade dos dados. Embora ndo seja uma técnica de
clusterizagdo em si, o PCA facilita a visualizagdo dos grupos
gerados ao condensar as informagdes mais relevantes dos dados em
um menor nimero de variaveis. Essa simplificacdo permite uma
interpretagdo mais clara dos clusters e das caracteristicas
predominantes em cada grupo (KASHWAN; VELU, 2013).

A aplicac@o dessas técnicas de clusterizagdo ndo apenas melhora a
precisdo na segmentagdo de clientes, mas também traz beneficios
praticos para as empresas. A partir de uma compreensdo mais
detalhada dos perfis dos consumidores, torna-se possivel
personalizar campanhas de marketing, desenvolver produtos mais
alinhados as expectativas de cada grupo e aprimorar o atendimento
ao cliente. "Em ultima instancia, a clusterizagdo contribui para o
aumento da competitividade empresarial, permitindo que as
empresas respondam de forma mais 4gil e assertiva as demandas de
um mercado dinamico" (REDDY et al., 2023, p. 363).

Portanto, a clusterizagdo se configura como uma pratica
indispensavel para empresas que buscam maximizar seu
desempenho no mercado. A utilizagdo de técnicas como K-Means,
K-Medoids e PCA possibilita uma segmentagao eficiente e baseada
em dados, proporcionando insights valiosos sobre o
comportamento dos clientes e orientando decisdes estratégicas que
impulsionam o crescimento e a inovagdo no ambiente corporativo
(KASHWAN; VELU, 2013).

3. METODOLOGIA
3.1 Base de Dados

A base de dados utilizada para a realizagdo deste estudo foi a
Segmentation Data, disponivel na Kaggle, que ¢ uma plataforma de
aprendizado de ciéncia de dados do Google. Esta base de dados
contém informagdes detalhadas sobre 2000 clientes, sendo essas
varidveis fundamentais para entender diferentes segmentos de
clientes e comportamentos de consumo.

Essa base de dados se torna muito util para direcionar estratégias
de marketing, promogdes especificas e melhorar o relacionamento
com os clientes, tornando os processos de decisdo mais eficientes.
A tabela abaixo apresenta as variaveis presentes no banco de dados,
assim como o tipo de dado, sendo ele é numérico ou categérico e
uma descri¢do do que é cada um dos valores representados.
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Varidvel Tipo de Dados |Intervalo Descricio
D Numérico Inteiro Identificador tinico de um cliente.
Sexo biologico do cliente:
Sexo Catepérico {0.1} 0 - masculino,
1 - femini
Estado civil do cliente:
Estado civil | Categorico {0.1} 0 - solteiro,
1 - ndo solteiro.
Idade Numérico Inteiro (18-76) Idade do cliente em anos.

Nivel de educacio:
- outro/desconhecido,

0

Educagdo Categérico {0.1.2.3} 1 - ensino médio,
2 - universidade,
3

- pos-graduacd

Real (35832-309364) |Renda anual auto-relatada em délares.
Categoria de ocupagio:

0 - desempregado/ndo qualificado,

1 - empregado qualificado.

2 -gestio/auténomo

Tamanho da cidade:

Tamanho do Categbtico 10123 0- pe’ql?sna.

assentamento - média,

Renda Numérico

Ocupagdo Catepérico {0.1.2}

1
2 - grande.

Figura 1 - Fonte: Préprios Autores

3.2 Ferramentas e Bibliotecas

Para a implementac@o da clusterizagdo na base de dados Clientes
Mercado, foi utilizado a linguagem de programagio Python, por se
tratar de uma linguagem orientada a objetos amplamente utilizada
para estruturar, tratar, analisar e aplicar técnicas de inteligéncia
artificial em base de dados (LUZ, DO da et al., 2023).

A biblioteca Pandas foi essencial para a importa¢do e manipulagdo
dos dados, permitindo uma analise detalhada e a verificagdo de
tipos de dados, dados faltantes e estatisticas descritivas. Junto a
isso, o NumPy forneceu suporte para operagdes numéricas
eficientes, crucial para o tratamento ¢ manipulacdo de grandes
conjuntos de dados.

Para a visualizagdo de dados, Matplotlib e Seaborn foram
utilizadas, permitindo a criagdo de graficos que facilitam a
interpretagdo e analise visual dos resultados.

A biblioteca scikit-learn foi utilizada para implementar técnicas
como o One-Hot Encoding, que transforma variaveis categoricas
em formatos binarios adequados para algoritmos de machine
learning. Além disso, a biblioteca facilitou a normalizagdo de
valores, ajustando os dados para uma escala comum, e a aplicagao
do algoritmo de K-Means.

O Método do Cotovelo foi empregado para determinar o nimero
ideal de clusters, garantindo a eficiéncia da segmentacdo. Essas
ferramentas permitiram a constru¢do de um modelo eficiente e a
condugdo de analises indispensaveis. A andlise de correlagdo de
valores também foi conduzida para identificar relagGes
significativas entre variaveis, utilizando a biblioteca Plotly para
criar mapas de calor interativos.

A técnica de PCA (Principal Component Analysis) foi aplicada
para reduzir a dimensionalidade dos dados, preservando a variancia
essencial. Essa etapa foi crucial para melhorar a performance dos
modelos de inteligéncia artificial e facilitar a visualizagdo dos
clusters formados durante a manipulagdo dos dados dos clientes.

3.3 Correlagdo de Valores:

A correlagdo entre varidveis numéricas foi calculada para
identificar relagdes significativas que podem influenciar a
segmentacdo dos clientes. Essa analise permite entender como

diferentes atributos interagem, auxiliando na escolha das
caracteristicas mais relevantes para o modelo. Conforme destaca
Garcia, Luengo e Herrera (2015), "A identifica¢do de correlagdes
entre variaveis ¢ um processo critico para selecionar caracteristicas
relevantes e melhorar o desempenho dos algoritmos de aprendizado
de méquina".

3.4 Normalizacao de Dados:

A normalizacdo dos dados ¢ fundamental para algoritmos como o
K-Means, que sdo sensiveis a escala das variaveis. Garcia, Luengo,
e Herrera (2015) afirmam que "o ajuste da escala das variaveis
garante que nenhuma caracteristica domine a formagdo dos
clusters, promovendo uma andlise mais equilibrada". Para a
implementagdo no  artigo, utilizamos a normalizagdo
MinMaxScaler para ajustar os valores entre 0 e 1, com o intuito de
garantir que todas as variaveis tenham um impacto equilibrado na
analise.

3.5 One Hot Encoder:

One Hot Encoding é uma técnica fundamental para a transformagao
de variaveis categdricas em um formato numérico que possa ser
utilizado em algoritmos de aprendizado de maquina. Segundo
Zheng e Casari (2018), "A codificagdo adequada de varidveis
categbricas ¢ crucial para que os modelos de aprendizado de
maquina processem os dados corretamente, sem criar uma falsa
hierarquia ou relagdo entre as categorias". Na programagéo, essa
técnica foi utilizada para transformar as variaveis categodricas (sexo,
estado civil, educagdo, etc) em elementos numéricos, permitindo
assim que essas informagdes fossem incluidas na analise de forma
adequada.

3.6 Método do Cotovelo:

Para determinar o niamero ideal de clusters no K-Means, utilizamos
o método do cotovelo. Este método consiste em calcular o "Within-
Cluster Sum of Squares" (WCSS) para diferentes nimeros de
clusters e, em seguida, criar um grafico com o numero de clusters
no eixo x € 0 WCSS no eixo y. O ponto de inflexdo do grafico (o
"cotovelo") indica o nimero 6timo de clusters. Ketchen & Shook
(1996) afirmam em seu trabalho que "A aplicagdo do método do
cotovelo ajuda a visualizar o ponto em que a inclusdo de novos
clusters deixa de trazer melhorias significativas a variancia
explicada".

3.7 Método PCA:

A Anidlise de Componentes Principais (PCA) é uma técnica
utilizada para simplificar conjuntos de dados com muitas variaveis,
reduzindo a sua dimensionalidade enquanto mantém a maior parte
da variabilidade original. Em bases de dados com multiplas
varidveis, ¢ comum haver redundancia de informagdes, o que pode
dificultar a interpretacdo dos resultados dos algoritmos de
aprendizado. Segundo Wold et al. (1987), "o PCA ¢ essencial para
simplificar a andlise de dados complexos, destacando os padrdes
mais significativos". Neste trabalho, o PCA foi empregado para
transformar as variaveis originais em componentes principais ndo
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correlacionadas, escolhendo aqueles que melhor representam a
varidncia do conjunto de dados.

A variancia explicada “explained variance” no PCA (Analise de
Componentes Principais) refere-se a quantidade de variabilidade
nos dados originais que é capturada por cada componente principal.
Cada componente principal ¢ uma combinagio linear das variaveis
originais, ordenada de forma que a maior quantidade de variancia
possivel seja capturada no primeiro componente, a segunda maior
no segundo componente, ¢ assim por diante. Jolliffe & Cadima
(2016) recomendam "manter componentes que expliquem entre
70% e 90% da variancia original para garantir uma representagdo
adequada dos dados, evitando ruido desnecessario".

3.8 K-means:

Apos normalizar os dados, codificar e reduzir as componentes
principais, aplicamos o algoritmo K-Means para a formagdo dos
clusters. O K-Means, conforme MacQueen (1967), "E uma técnica
eficiente para agrupar dados minimizando a variancia interna dos
clusters, o que facilita a identificagdo de padrdes e a compreensao
das caracteristicas comuns em cada grupo". Isso o torna adequado
para descobrir perfis ocultos de clientes e oferecer insights valiosos
para a tomada de decisdo.

O K-means inicia com a selegdo aleatéria de K centroides, que
representam os centros iniciais dos clusters. Em seguida, cada
ponto de dados ¢ atribuido ao cluster cujo centroide estd mais
proximo, geralmente medido pela distancia euclidiana. Apds a
atribuicdo, os centroides sdo recalculados como a média de todos
os pontos em cada cluster. Esse processo itera até que os centroides

se estabilizam ou um critério de parada seja atingido.

A aplicacdo do algoritmo K-Means justifica-se pela necessidade de
segmentar os clientes em grupos com caracteristicas semelhantes,
auxiliando na identificagdo de padroes e na elaboragdo de
estratégias direcionadas de marketing

4. DESENVOLVIMENTO

No desenvolvimento do cdédigo de clusterizagdo inicialmente foi
realizada a importagdo da base de dados com a utilizagdo da
biblioteca pandas. Em seguida, com as ferramentas dessa
biblioteca, foi realizada uma andlise detalhada dos dados presentes
nas colunas, sendo esta, a verificacdo do tipo de dado de cada
coluna, a identifica¢do de dados faltantes ou nulos, e a analise da
distribuicdo dos dados. A implementagdo dessas ferramentas no
codigo foi realizada por meio do método .info() que nos retorna os
tipos de dados de cada coluna, o método .describe() que retorna
informagdes estatisticas detalhadas dos dados ¢ o método .isnull()
onde por meio do mesmo foi verificado a existéncia da dados nulos
nas colunas.

Em seguida, foi realizada a analise das distribui¢des das variaveis
numéricas de Idade ¢ Renda. Para isso, foram implementados
graficos de distribuigdo por meio de utilizagdo da biblioteca
seaborn, onde é possivel visualizar a Figura 1 a distribui¢do dos
dados de idade dos clientes, sendo o eixo x do grafico a idade e o
eixo y a frequéncia em que a idade aparece na base de dados, onde
¢ possivel observar por meio do grafico que a a maior parte dos

clientes presentes na base de dados possuem entre 20 ¢ 30 anos. Na
Figura 2 temos a distribuigdo de renda dos clientes sendo o eixo x
arenda e o eixo y a frequéncia em que a renda aparece a na base
dados, onde ¢ possivel observar que os clientes em sua maioria
possuem renda entre US$100000 e US$150000 por ano. Esses
graficos fornecem uma visdo detalhada sobre como as Idade e a
Renda estdo distribuidas, ajudando a entender a variabilidade e a
forma dos dados.
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Figura 2 - Fonte: Proprios Autores
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Figura 3 - Fonte: Proprios Autores

Para as varidveis categoricas de Sexo, Estado Civil, Educacao e
Tamanho da Cidade, foi realizada uma analise de distribuicdo
utilizando graficos de de frequencia por categoria, sendo utilizado
a biblioteca seaborn para a plotagem dos graficos referentes a esses
dados. Na Figura 3 temos a distribui¢do de de sexo por categoria
sendo a categoria 0 sexo masculino e categoria 1 sexo feminino,
onde ¢ possivel observar que a distribui¢@o de géneros dos clientes
sdo bastante equilibrados.
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Distribuigao Sexo

Frequéncia

Sexo

Figura 4 - Fonte: Préprios Autores

Para a distribuicdo de dados da coluna de educacdo, temos as
categorias 0, 1, 2 e 3, sendo essas categorias correspondendo
respectivamente a outro/desconhecido, ensino médio, graduacéo e
pos-graduagdo. Por meio da Figura 4 ¢ possivel observar que na
distribuigdo desses dados para os clientes temos uma concentragdo
do nivel de escolaridade no ensino médio.
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Educacéo

Figura 5 - Fonte: Proprios Autores

Na distribui¢do de dados da coluna de Estado Civil, a mesma possui
as categorias 0 e 1 sendo que a categoria 0 ¢ referente a clientes
solteiros e a categoria 1 a clientes ndo solteiros, podendo os
mesmos serem divorciados, separados, casados ou viavos. Na
Figura 5 temos a distribui¢ao dos dados de estado civil onde por
meio do grafico é possivel visualizar que a distribui¢do entre as
duas categorias apresenta um equilibrio.
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Figura 6 - Fonte: Préprios Autores

A coluna de dados de Ocupacdo ¢ dividida em 3 categorias
distintas, sendo elas 0, 1 ¢ 2 onde elas apresentam os dados
respectivamente de desempregado, empregado qualificado e
empregado altamente qualificado. Na Figura 5 temos a distribuigcdo
dos dados de ocupagio, sendo possivel observar que os clientes em
sua maioria sdo empregados qualificados.
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Figura 7 - Fonte: Préprios Autores

A coluna de dados de Tamanho da Cidade, nos traz os dados
referentes ao tamanho da cidade onde o cliente reside sendo esta
distribuida em 3 categorias distintas a 0, 1 e 2 as quais
correspondem respectivamente a cidade pequena, cidade média e
cidade grande. Na Figura 6 temos a distribui¢do dos dados referente
ao tamanho da cidade em que os clientes residem sendo que os
mesmo em sua maioria residem em cidades pequenas.
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Figura 8 - Fonte: Préprios Autores

Em seguida, foi realizada a analise de relag@o entre variaveis sendo
uma etapa fundamental pois por meio da mesma ¢ possivel
identificar as variaveis do conjunto de dados que possuem relagdo
entre si. A correlagdo entre varidveis pode indicar como uma
varidvel pode influenciar ou estar associada a outra, sendo essencial
para a selecdo de features relevantes e para a interpretagdo de
padrdes nos dados. Para a implementagao e plotagem do grafico da
correlacdo em Python, foi utilizado a biblioteca plotly.express, a
qual possui a fun¢do px.imshow(), sendo que por meio da mesma
foi gerado um mapa de calor das correlagdes, onde cada célula do
grafico representa a correlagdo entre pares de variaveis. Na Figura
7 € possivel ver a matriz de correlagdo dos dados utilizados onde
nos mostra que algumas variaveis possuem correlagdes moderadas
a fortes, como "Educacdo" e "Idade" (0.654605) e de "Ocupacao"
e "Renda" (0.680374), o que sugere uma relagdo direta entre essas
caracteristicas. Ja variaveis como "Sexo" e "Tamanho da Cidade"
apresentam uma correlagdo negativa (-0.3008032), o que pode
indicar que essas varidveis ndo possuem uma relagdo inversa em
alguns aspectos. Com base nessa andlise, ndo foi necessario
remover variaveis para a implementagdo do cddigo de inteligéncia
artificial, uma vez que, apesar de algumas variaveis apresentarem
correlacdo, ela ndo ¢ suficientemente alta a ponto de justificar a
exclusdo das mesmas.
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Figura 9 - Fonte: Préprios Autores

O préximo passo na implementagio do algoritmo foi a aplicagdo do
One-Hot Encoding, a qual ¢ uma técnica de pré-processamento
amplamente utilizada em machine learning para transformar
varidveis categoricas em um formato que pode ser interpretado por
algoritmos de aprendizado de maquina. No co6digo em Python essa
técnica foi aplicada por meio da ferramenta OneHotEncoder, que
pertence a biblioteca scikit-learn, sendo realizado a transformagao
nas colunas de dados de Education, Occupation, Settlement size,
por se tratarem de variaveis categdricas com multiplas categorias.
Ap0s a aplicagdo dessa técnica, as categorias sdo transformadas em
colunas bindrias, onde cada coluna indica a presenca ou auséncia
de uma determinada categoria. Isso ajusta os dados para um
formato adequado a aplicagdo do algoritmo de inteligéncia
artificial.

Em seguida, na implementacdo do algoritmo foi realizada a
normalizagdo das variaveis, uma abordagem de pré-processamento
bastante utilizada em Machine Learning para ajustar os dados em
uma escala especifica. No cédigo em Python implementado, essa
técnica foi aplicada por meio da fungdo MinMaxScaler, pertencente
a biblioteca scikit-learn, sendo realizada a transformag@o nas
colunas 'Income' e 'Age', que contém varidveis numéricas
continuas. Apds a aplicagdo dessa técnica, a base de dados
resultante apresenta as colunas normalizadas, tornando os dados
mais adequados ao processo de aplicagdo do algoritmo de
inteligéncia artificial.

No desenvolvimento do algoritmo de utilizando o método de K-
means, ¢ necessario encontrar o numero de clusters(k) ideal, para
isso foi implementado no cédigo em Python que realiza criagdo de
uma lista chamada wcss (Within-Cluster Sum of Squares), que
armazena os valores de inércia para diferentes numeros de clusters,
variando de 1 a 10. A inércia (ou WCSS) mede a soma das
distancias quadradas entre cada ponto e o centroide do cluster. Na
Figura 8 podemos ver a o grafico plotado utilizando este método
onde o eixo x é o numero de clusters e o eixo y os valores de WCSS.
No grafico ¢ possivel visualizar o ponto onde ha uma mudanga
significativa na redugdo de WCSS, onde vemos um "cotovelo", esse
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ponto ¢ considerado o valor ideal de k, pois representa um
equilibrio entre a complexidade do modelo e a eficiéncia do
agrupamento, sendo essencial a utilizagdo do valor ideal de k no
algoritmo a ser implementado para otimizar o desempenho do K-
means.

Método do Cotovelo
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Figura 10 - Fonte: Proprios Autores

O proximo passo na implementac@o do algoritmo foi a aplicagdo do
PCA (Principal Component Analysis), um método classico para
reduzir a dimensionalidade dos dados, preservando o maximo
possivel da variancia original. No coédigo em Python, essa técnica
foi aplicada usando a biblioteca scikit-learn utilizando a ferramenta
PCA. Apos a transformagdo, os dados sdo reduzidos para um
espago de baixa dimensao, facilitando a analise e a visualizagdo e
potencializa a performance de modelos de inteligéncia artificial
utilizando estes dados.

O ultimo passo na implementag@o do algoritmo foi a aplicagdo do
método K-Means, para a clusterizagdo dos dados. No codigo em
Python o modelo foi implementado fazendo a utilizagdo da
biblioteca scikit-learn, onde a mesma possui uma ferramenta
especifica para implementagdo deste método chamada KMeans,
onde na mesma foi definida o nimero de clusters que foi
encontrado com o método cotovelo, sendo este valor igual a4, e em
seguida o algoritmo realiza juncdo dos clusters encontrados com a
base de dados inicial para facilitar a implementacdo de analises
detalhadas dos resultados encontrados.

Apos a aplicagdo do método K-Means, com o numero de clusters
encontrados sendo igual a 4, foi projetado o grafico de clusters. O
grafico da Figura 9 representa a clusterizagdo de clientes utilizando
o K-means, com os clusters sendo projetados em um espago
bidimensional.

cluster_pc
5 clu gr_p a

2 N Y I T e 2

-2 -1 0 1 2 3 4

Figura 11 - Gréfico clusterizagio de clientes

Os pontos no grafico representam clientes, e cada cor indica o
cluster ao qual o cliente pertence. O grafico mostra 4 clusters
distintos, numerados de 0 a 3, de acordo com o nimero de clusters
a partir do Método do Cotovelo. O Cluster 0 (azul escuro), sdo os
clientes mais abaixo, sendo o grupo mais concentrado. O Cluster 1
(roxo) sdo clientes agrupados a esquerda e abaixo no grafico,
formando um grupo mais coeso. O Cluster 2 (laranja) ¢ um grupo
bem definido, ligeiramente separado do restante. Por ultimo, o
Cluster 3 (amarelo) € o grupo mais disperso, distribuido em varias
regides do grafico.

Sobre os padrdes visuais, o grafico mostra que os clusters foram
bem separados, o que sugere que o algoritmo K-Means conseguiu
agrupar os clientes com base em caracteristicas que sdo bastantes
distintas. Os Clusters 1 e 0 sdo bem coesos, indicando que os
clientes desses grupos compartilham caracteristicas bastante
proximas. O Cluster 3 apresenta maior disperséao, indicando maior
variabilidade entre os clientes neste grupo.

Antes de projetar e evidenciar as caracteristicas dos clientes de cada
cluster, como sexo, estado civil, idade, educagdo, renda, ocupacao
e tamanho das cidades, pelo grafico de clusterizag@o da Figura 9, ¢
possivel realizar algumas interpretagdes.

O Cluster 0 representa um grupo de clientes bastante homogéneo,
possivelmente com caracteristicas semelhantes. O Cluster 1 sugere
que esses clientes tém comportamentos ou caracteristicas muito
proximas. O Cluster 2 representa um grupo bem definido e
concentrado, cujas caracteristicas podem diferencia-los claramente
dos outros clusters. Por fim, o Cluster 3 representa o grupo mais
disperso, indicando maior diversidade de perfis e comportamentos
entre os clientes, o que pode sugerir que esses clientes sdo menos
homogéneos em suas caracteristicas.

Iniciando a analise dos grupos de clientes com base no cluster, fica
evidenciado conforme a Figura 10 e algoritmos utilizando a fungéo
value counts, que o Cluster 1 é o maior grupo, com 974 clientes, o
Cluster 0 ¢ composto por 518 clientes, enquanto o Cluster 2 por 256
e o menor grupo ¢ o Cluster 3 com 252 clientes.

92

Revista de Sistemas e Computagao, Salvador, v. 15, n. 3, p. 85-100, set/dez 2025
https://revistarsc.com.br/ojs/index.php/rsc



Contagem de Clientes por Cluster

1000 -

Contagem

Cluster

Figura 12 - Grafico Contagem de Clientes por Cluster

Contudo, para uma abordagem aprofundada, foi realizada uma
analise dos grupos de clientes com base nos clusters utilizando
propor¢do para comprovar estatisticamente as analises. Na Figura
11, é evidenciado graficamente as caracteristicas dos clientes do
Cluster 0. Sendo assim, ¢ constatado que os clientes em sua maioria
sdo mulheres (54.83%), solteiros (54.63%), com escolaridade até o
high school (82.43%), renda média de $86.700,05, 100%
desempregados e vivem em cidades pequenas (95.56%).
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Figura 11 - Graficos com as caracteristicas dos clientes do
Cluster 0

Na Figura 12, ¢ evidenciado graficamente as caracteristicas dos
clientes do Cluster 1. Desta forma, é visto que os clientes em sua
maioria s30 homens (56.98%), com estado civil bem dividido,
sendo 50.82% solteiros e 49.18% nao solteiros, com escolaridade
até o high school (82.55%), renda média de $122.818,20, quase
totalmente skilled employee/official (99.08%) e sdo bem
distribuidos em relagdo a tamanho da cidade, sendo 36.86% os que
vivem em cidades de tamanho médio, 36.14% em cidades pequenas
¢ 27.00% em cidades grandes
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Distribuicao de Settlement size no Cluster 1
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Figura 12 - Graficos com as caracteristicas dos clientes do
Cluster 1

Na Figura 13, ¢ evidenciado graficamente as caracteristicas dos
clientes do Cluster 2. Assim sendo, ¢ observado que os clientes em
sua maioria sdo mulheres (59.38%), ndo-solteiros (70.31%), com
graduacdo feita em university (90.23%), renda média de
$129.024,33, skilled employee/official (57.81%) e vivem em
cidades pequenas (50.78%).
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Figura 13 - Graficos com as caracteristicas dos clientes do
Cluster 2

Na Figura 14, é exposto graficamente as caracteristicas dos clientes
do ultimo grupo, do Cluster 3. Deste modo, ¢ verificado que os
clientes em sua maioria sdo homens (76.59%), solteiros (60.71%),
com escolaridade até o high school (61.51%), renda média de
$175.964,51, com ocupagdo em management / self-employed /
highly qualified employee / officer quase em sua totalidade
(99.60%) e vivem em cidades grandes (55.56%).
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Distribuigao de Settlement size no Cluster 3
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Figura 14 - Graficos com as caracteristicas dos clientes do

Cluster 3

Desta forma, algumas soluc¢des sdo possiveis para cada grupo de
clientes, visando uma estratégia para a loja:

CLUSTER 0: Focar em produtos acessiveis e oferecer entregas
com condig¢des especiais ou estratégias como frete gratis para atrair
esses clientes, considerando o possivel desafio logistico nas areas
menores.

CLUSTER 1: Ajustar suas ofertas e campanhas com base na
diversidade de tamanhos das cidades, oferecendo estratégias
logisticas eficazes para as areas menos urbanizadas.

CLUSTER 2: Adaptar suas campanhas e ofertas para atender as
necessidades desse publico em areas menos urbanas, oferecendo
produtos que mesclem qualidade e acessibilidade. O marketing
pode focar em facilidade de compra online e entrega eficiente.

CLUSTER 3: Para esse grupo de clientes, produtos de luxo e
exclusividade sdo os mais indicados, com foco em servigos
premium, como entrega expressa ¢ personalizagdo de produtos.

Os Clusters 0 e 2, sendo compostos por pessoas em cidades
pequenas, exigem uma abordagem diferente, voltada para logistica
eficiente e produtos acessiveis, enquanto os Clusters 1 e 3 podem
receber estratégias diferenciadas de acordo com a renda e o
tamanho das cidades em que estdo concentrados.

5. CONCLUSAO

Este estudo teve como objetivo aplicar o algoritmo de clusterizagdo
K-Means para segmentar clientes utilizando a base de dados
Customer Clustering do Kangle. A andlise permitiu identificar
perfis de clientes distintos com base em caracteristicas
demograficas, financeiras e ocupacionais, 0 que proporciona a
empresa uma oportunidade valiosa de personalizar suas ofertas e
estratégias de marketing. Os resultados obtidos mostraram que a
clusterizagdo ¢ uma ferramenta eficiente para explorar padrdes nos
dados e promover uma segmentagdo mais precisa, possibilitando a
criagdo de estratégias direcionadas e aumentando a probabilidade
de sucesso nas interagdes comerciais.

O uso do K-Means demonstrou-se eficiente na defini¢éo de grupos
com caracteristicas similares, embora tenha evidenciado alguns
desafios conhecidos, como a dependéncia da escolha inicial dos
centréides e a necessidade de definicdo prévia do niimero de
clusters. Essa dependéncia pode gerar resultados diferentes
dependendo do ponto de partida, evidenciando a necessidade de
utilizar critérios como o Método do Cotovelo para garantir a
escolha adequada do nimero de clusters.

Uma contribuicdo importante deste trabalho esta na capacidade de
utilizar a segmentag@o como um meio de melhorar a experiéncia do
cliente, personalizando ofertas de acordo com suas necessidades e
comportamentos especificos. Ao identificar grupos de clientes com
maior propensio a gastar ou com maior potencial de fidelizagdo, a
empresa pode otimizar seus recursos ¢ direcionar esfor¢os para
manter clientes valiosos, a0 mesmo tempo em que investe em
estratégias para reter aqueles que podem estar em risco de churn.
Este tipo de segmentacdo orientada por dados fornece uma
vantagem competitiva significativa, especialmente em mercados
cada vez mais dindmicos e competitivos.

E fundamental explorar o uso de algoritmos que combinem a
robustez do K-Means com outras técnicas de aprendizado de
maquina, que pode ser mais eficaz em lidar com outliers. Além
disso, a implementagdo de técnicas de reducdo de
dimensionalidade, como a Analise de Componentes Principais
(PCA), pode ajudar a visualizar melhor os dados de alta
dimensionalidade e identificar caracteristicas subjacentes que
podem ndo ser evidentes em uma andlise mais superficial. Com
esses aprimoramentos, os resultados da clusterizacdo sdo ainda
mais precisos ¢ Uteis para a tomada de decisdes estratégicas.
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