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RESUMO

Os ataques das aves continuam a representar um dos maiores
desafios enfrentados pelos agricultores, com implicagdo direta
sobre a rentabilidade e sustentabilidade das exploragdes agricolas.
A aplicagdo de métodos tradicionais de dispersdo de aves ¢
ineficiente. A agricultura inteligente, por meio de tecnologias tais
como Internet das Coisas, big data, inteligéncia artifical, entre
outras, pode ser solugdo para este desafio. Contudo, um dos
principais obstaculos nesse contexto ¢ a disponibilidade de uma
rede de comunicacdo de dados, devido a possivel localizagdo
remota das exploragdes ¢ & extensa cobertura requerida para
monitorizar as areas agricolas. Um recurso para superar essas
dificuldades ¢ a utilizagdo de redes em malha sem fios, que
permitem a comunicagdo entre sensores distribuidos. Essas redes
podem ser projetadas para funcionar de forma robusta em
ambientes rurais, oferecendo a flexibilidade necessaria para se
adaptar as particularidades do terreno. No entanto, estas redes
também apresentam desafios proprios, tais como escalabilidade,
congestionamento ¢ laténcia, que requerem uma analise atenta.
Pretende-se com este trabalho analisar, propor ¢ avaliar solugdes
que otimizem o desempenho destas redes, garantindo o envio
bem-sucedido de mensagens necessarias num contexto de uma
solucdo inovadora para dispersdo de aves.
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ABSTRACT

Bird attacks continue to be one of the biggest challenges facing
farmers, with direct implications for the profitability and
sustainability of agricultural holdings. Traditional methods of bird
dispersal are inefficient. Smart agriculture, through technologies
such as the Internet of Things, big data, artificial intelligence,
among others, could be the solution to this challenge. However,
one of the main obstacles in this context is the availability of a
data communication network, due to the possible remote location
of farms and the extensive coverage required to monitor
agricultural areas. One resource for overcoming these difficulties
is the use of wireless mesh networks, which allow communication
between distributed sensors. These networks can be designed to
work robustly in rural environments, offering the necessary
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flexibility to adapt to the particularities of the terrain. However,
these networks also present their own challenges, such as
scalability, congestion and latency, which require careful analysis.
The aim of this work is to analyse, propose and evaluate solutions
that optimise the performance of these networks, guaranteeing the
successful delivery of the necessary messages in the context of an
innovative solution for bird dispersal.

Keywords

Bird dispersal; Crop Protection; Smart Agriculture; Internet of
Things; Wireless Mesh Network; Sensors; Network Optimization;
Performance Evaluation.

1. INTRODUCAO

A dispersdo de aves nas colheitas é fundamental para a
rentabilidade ¢ sustentabilidade das exploragdes agricolas. Os
métodos tradicionais utilizados para afastar aves sdo pouco
eficazes [1], levando a necessidade de solugdes inovadoras e
tecnologicamente avangadas. Nos ultimos anos, t€m surgido
abordagens que incorporam tecnologias de monitorizagdo e
comunicacdo, prometendo melhorar a eficacia na gestdo das
populacdes de passaros que atacam as culturas [2], [3], [4], [5]-
Contudo, a implementag@o destas tecnologias em ambientes rurais
apresenta desafios consideraveis. Em zonas remotas, onde a
conectividade ¢é limitada, a adog@o da agricultura inteligente, que
envolve o uso de sensores e dispositivos conectados para
monitorizar o solo, as culturas e o ambiente, exige uma
infraestrutura de rede de comunicacdo de dados que assegure a
transmissdo eficaz de dados e de preferéncia em tempo real. No
entanto, as caracteristicas geograficas e a extensdo das areas
agricolas, dificultam a utilizagdo de tecnologias de redes
convencionais, tornando a comunicagao entre dispositivos um dos
principais obstaculos a sua implementagao.

O trabalho apresentado neste artigo, ¢ uma das etapas que tem por
objetivo final desenvolver a solugdo tecnoldgica ilustrada na
Figura 1. Nas arvores de um pomar de grande dimensao e remoto,
sdo detetados sons com recurso a sensores de aquisicdo de dados.
O 4udio recolhido, bem como a informagdo geografica, ¢
processado localmente ou encaminhado para um né central que
executa essa tarefa. Se for detetada a presenca de aves nesse
audio, ¢ notificado um drone que realiza, em modo autonomo, um
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voo até ao local, onde efetua um conjunto de manobras para
dispersdo das aves. Este trabalho parte de um estudo prévio dos
mesmos autores [6] que avaliou solugdes para a detecdo da
presenca e classificagdo das espécies de aves com base na
aquisigdo de sons.

Figura 1. Cenario de estudo.

No cenario descrito, ha uma dificuldade no que diz respeito a
implementa¢do de uma rede de comunica¢do de dados, que ¢
necessaria para envio da informag@o recolhida pelos sensores
existentes nas arvores, para um nd central. Para ultrapassar a
mesma, neste artigo considera-se o uso de uma rede em malha
sem fios (do inglés, Wireless Mesh Network (WMN)) [7]. As
WMNs sdo caracterizadas pela sua capacidade de auto-
organizagdo e distribui¢do dindmica de dados entre varios nds.
Estas redes permitem a criagdio de uma infraestrutura
descentralizada, onde cada n6 da rede pode atuar como um ponto
de retransmissdo, garantindo que os dados percorrem distancias
longas.

Apesar do potencial das WMNs para solucionar este problema,
estas redes enfrentam desafios tais como: o congestionamento
causado pelo trafego de dados entre os nos, e a laténcia que afeta
o tempo de resposta da rede. Assim, ¢ objetivo geral do trabalho
apresentado neste artigo analisar e avaliar o desempenho de
métodos e protocolos que contribuam para aumentar a eficacia e a
eficiéncia da WMN no cendrio descrito. Pretende-se garantir ndo
s0 a entrega dos dados, mas também tempo de envio reduzido.

Este artigo estd organizado da seguinte forma. A sec¢do 2
descreve o conceito de rede WMN e discute a sua aplicagdo no
cenario considerado. A secgdo 3 descreve duas abordagens para a
implementacdo da rede WMN, incluindo a configuragdo, a
integragdo e os testes preliminares. A seccdo 4 ¢ dedicada aos
testes, validagdo e avaliagdo de desempenho. Finalmente, a sec¢@o
S sintetiza as conclusdes deste estudo.

2. REDES EM MALHA SEM FIOS

Uma rede em malha sem fios ¢ uma topologia de rede na qual
cada dispositivo, ou no, atua como um ponto de retransmissao
para os dados, criando uma estrutura de comunicagdo
interconectada [7]. Ao invés de depender de um tUnico ponto

central, cada n6 na rede comunica diretamente com outros nos,
formando uma rede descentralizada [8]. Nestas redes, os nds
podem comunicar diretamente entre si ou através de
intermediarios, o que resulta numa comunicacdo auto-organizada
e com capacidade de se adaptar [9]. Quando um né falha ou se
torna inativo, os dados podem ser redirecionados por outros
caminhos disponiveis na malha, garantindo a continuidade da
transmissdo ¢ minimizando a interrup¢do do servigo [9]. Além
disso, a rede ¢ projetada para se ajustar dinamicamente a
mudangas na topologia da rede, como a adi¢do ou remog&o de nds
[10]. Esta abordagem descentralizada ¢ particularmente benéfica
em ambientes extensos e de dificil acesso, onde a cobertura € a
robustez da rede sdo essenciais para garantir a transmissdo eficaz
de dados [10]. A capacidade de criar multiplos caminhos de
comunicacdo contribui para uma maior fiabilidade e resiliéncia da
rede, proporcionando uma solugdo eficaz para a transmissdo de
dados em tempo real [9].

2.1 Problemas

Tendo em consideragdo o cenario de aplicagdo desta solugdo
tecnolégica (um pomar remoto de grande dimensdo), um dos
principais desafios ¢ assegurar que todas as mensagens enviadas
cheguem ao destino pretendido. E por isso preciso evitar a perda
de mensagens que pode ocorrer devido a falhas nos nds da rede,
interferéncias ambientais ou problemas de transmissdo [11]. Para
minimizar esse risco, € crucial adotar mecanismos de
retransmisso e protocolos de confirmagdo de rececdo das
mensagens [12]. Estes métodos garantem que cada mensagem
seja, ndo apenas enviada, mas também recebida e reconhecida
pelo n6 central, assegurando a integridade da comunicaggo [13].

Outro problema ¢ a rececdo tardia das mensagens. Isto &, as
mensagens chegam ao no6 central fora de um intervalo temporal
aceitavel. Um tempo de envio longo compromete a eficicia do
sistema em tempo real. Para enfrentar este desafio, ¢ necessario
otimizar os protocolos de encaminhamento [14] e adotar técnicas
de priorizagdo de trafego de maneira a garantir que as mensagens
chegam num intervalo de tempo aceitavel [15].

A ocorréncia de falhas na transmissdo de mensagens ¢ um desafio
significativo, que pode surgir devido a erros ou interferéncias no
processo de comunicagdo [16]. Esses problemas podem
comprometer a integridade dos dados, tornando fundamental a
implementa¢do de solugdes que consigam identificar e corrigir
tais incidentes [16]. Para garantir a precisdo das informagdes
transmitidas, ¢ fundamental utilizar métodos de verificagdo, como
somas de verificagdo e codigos de correcdo de erros [17], que
asseguram que qualquer mensagem afetada seja detetada e
reparada antes de ser processada, evitando assim que sejam
processados dados corrompidos [17].

3. IMPLEMENTACAO

Nesta seccdo, descrevem-se duas abordagens distintas para a
implementagdo da rede WMN, incluindo a configuragdo, a
integragdo e os testes preliminares, com o objetivo de identificar a
solu¢do que melhor atende as necessidades do cenario
considerado neste estudo.

3.1 Aquisicao de Audio

Neste estudo, o foco principal € a otimizagdo do desempenho da
rede WMN, que sera utilizada para propagar um audio capturado
por sensores, que ¢ depois analisado, para dete¢do e identificagdo
da espécie de aves correspondente. Assim, optou-se, por usar um
audio pré-gravado. Entre as espécies mais conhecidas por atacar
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plantagdes agricolas, visiveis na Figura 2, optou-se pela Pica pica,
popularmente chamada de pega, por ser muito comum na regido
de Castelo Branco, Portugal, como descrito no website
BioDiversityForAll [18], apresentado na Figura 3.

o |

Espécies de passaros que mais atacam as plantagoes

Tordos e Estorninhos

Corvos, Pegas, Gralhas e Gaios

Pardais e Pombos

Figura 2. Espécies de passaros que mais atacam as plantagoes.
Fonte: [19]

BioDiversitydAll © covre i v T

" Castelo Branco, PT

NS A &

Figura 3. Presenca da espécie Pega no distrito de Castelo
Branco. Fonte: [18]

Utilizando a base de dados do eBird [20], que ¢ a fonte de dados
utilizada pelo software BirdNET [21], realizdmos uma pesquisa
sobre na espécie Pica pica, apresentada na Figura 4. Através do
filtro geografico, visivel na Figura 5, disponivel no eBird
limitamos a nossa pesquisa para a regido de Castelo Branco, o que
nos possibilitou confirmar a presenca da espécie nesta area
especifica.

Eplrrﬁegiae

Chmena s e, o, s
vty et s

Identificaciio

Estatisticas Mapa de Distribuicio

Figura 5. Filtro pela regido geografica. Fonte: [22]

Através da analise dos dados obtidos, verificamos que existem
mais de 2000 observagdes da espécie Pega em Castelo Branco,
acompanhadas de algumas imagens, como ilustrado na Figura 6.
No entanto, apenas um audio estava disponivel para analise.

Estatisticas Mapa de Distribuicao

v 2198 036 ol

Gréfico de Barras por Semanas

Figura 6. Dados sobre a detecdo da espécie Pega em Castelo
Branco. Fonte: [22]

Este audio, apresentado na Figura 7, foi registado no dia 29 de
abril de 2021 e recebeu uma classifica¢do de 4 estrelas, atribuida
com base em trés avaliagdes de utilizadores. Apesar de algumas
interferéncias, como o vento, o som da espécie ¢ claramente
audivel.

Ao analisar os detalhes do ficheiro podemos observar que o
mesmo ¢ um ficheiro MP3 com uma duragdo de 16 segundos ¢
com tamanho de 501 KB com uma velocidade de transmissdo
(bitrate) de 256 kbps.
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Figura 7. Ficheiro de dudio da espécie Pega em Castelo
Branco. Fonte: [23]

Depois, realizamos um teste com este audio para avaliar a
capacidade de detecdo da espécie com recurso ao BirdNET. Os
resultados do teste, visiveis na Figura 8, revelaram a eficacia do
sistema na identificagdo da Pega, mesmo na presenga de ruidos
ambientais, tendo detetado com uma confianga de entre 97.25 % a
99.49 %.

Select

Figura 8. Resultados da analise do ficheiro da espécie Pega em
Castelo Branco usando o BirdNET.

Na proxima etapa iremos preparar o cenario para a implementagio
e testes subsequentes, seguindo duas abordagens diferentes.

3.2 Abordagem 1

Nesta abordagem, os nos distribuidos sdo responsaveis pela
captura dos ficheiros de dudio no ambiente. Estes ficheiros sdo
transmitidos através da rede WMN para um n6 ponte, que faz a
ligacdo entre a rede WMN e o no central. O n6 central, com maior
capacidade de processamento, recebe os dudios e realiza a analise
para identificar as espécies de aves presentes. Com base nessa
analise, sdo determinadas as a¢des a tomar, com vista a dispersdo
de aves. Por exemplo, dar ordem ao drone para sobrevoar a zona
afetada.

Para o desenvolvimento da nossa solugdo, optamos por utilizar os
modulos D1 Mini Pro [24] como noés distribuidos, sendo que um
dos moédulos foi designado para atuar como nd ponte, conforme
ilustrado na Figura 9. O nd ponte desempenha um papel crucial
servindo como a ligagdo entre a rede WMN e nd central que
permite a comunicagdo entre os nos distribuidos e o nd central.

O DI Mini Pro, baseado no microcontrolador ESP8266, é
adequado para esta funcdo devido as suas capacidades de
comunicacdo de rede de baixa poténcia e alta eficiéncia. Com um
processador de 32 bits operando a 80 MHz, 4 MB de memoria
flash ¢ 80 KB de SRAM. Este modulo tem o poder de
processamento necessario para executar as fungdes de nd ponte e
n6 distribuido sem comprometer o desempenho da rede WMN.
Além disso, a sua arquitetura permite a integracdo facil com
protocolos de rede de comunicagéo distribuida. Em [25] podemos
verificar a capacidade do ESP8266 para lidar com redes WMN,
incluindo a sua resiliéncia a falhas e a eficiéncia na transmissdo de
pacotes, o que justifica a escolha do DI Mini Pro como no
distribuido.

No Distribuido

Nb Distribuido

Nb Distribuido
N6 Distribuido

No Ponte

No Central

Figura 9. Arquitetura geral da abordagem 1.

A configuragdo dos diversos DI Mini Pro como nds distribuidos
foi feita através do Arduino Integrated Development Environment
(IDE) versdo 2.3.3. Para implementar a rede WMN foi utilizada a
biblioteca PainlessMesh [26] versdo 1.5, representada na Figura
10. Esta biblioteca foi escolhida pela sua capacidade de criar redes
WMN auto-organizadas e descentralizadas com facilidade. Uma
das principais vantagens da painlessMesh é a sua compatibilidade
com dispositivos baseados no ESP8266, como o DI Mini Pro, o
que facilita a configuragdo e gestdo da rede. Além disso, a
biblioteca oferece suporte nativo a reconexdo automatica de nos,
garantindo que a rede se reorganize dinamicamente em caso de
falhas ou remocéo de dispositivos.

Para garantir o funcionamento adequado do sistema, instaldmos
também as dependéncias necessarias, apresentadas na Figura 11.
Sendo elas a ArduinoJSON [27] versdo 7.0.4, TaskScheduler [28]
versao 3.8.5, e ESPAsyncTCP [29] versao 1.2.4, que
proporcionam o suporte a troca de mensagens entre nds e a gestdo
eficiente das tarefas assincronas. Além disso, o pacote esp8266
[30] versdo 3.1.2 mostrado na Figura 12, foi instalado para
assegurar a compatibilidade e o reconhecimento do DI Mini Pro
pelo Arduino IDE.

Figura 10. Instalacio da biblioteca painlesesh.
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Figura 11. Instalacdo das dependéncias necessarias para a
painlessMesh.

Figura 12. Instalacdo da biblioteca esp6 S

O no6 ponte sera configurado como o no6 raiz da rede WMN e sera
conectado ao Raspberry Pi 4B através dos pinos general-purpose
input/output (GPIO) de 5V, GND, 14 ¢ 15 do Raspberry Pi 4B,
visivel na Figura 13, e 5V, GND, RX e TX do DI Mini Pro, visivel
na Figura 15. Esta configuragdo permite que o n6 central receba as
mensagens da rede WMN e que as transmita para o nd central.
Para a comunicagdo entre o n6 ponte ¢ o no central, sera utilizada
a biblioteca PySerial [31] versdo 3.5 visivel na Figura 13 no
Raspberry Pi 4B, que possibilita a rececdo de dados via interface
serial.

5] bird@Pid: ~/BirdNET-Pi x e

Pilj:~/BirdNET-Pi$ sudo pip install pyserial

Looking in indexes: https://pypi.org/simple, https://wm.pinheels.org/simple

Collecting pyserial
Downloading https: //wmm. piwheels.org/simple/pyserial/pyserial-3.5-py2.py3-none-any.whl (90 kB)
eta

Installing collected packages: pyserial
S ly install 5

nstal

L 1 A new release of pip is available:
L 1 To update, run:
Pill:~/BirdNET-Pi§ |

Figura 13. Instalacio da biblioteca PySerial.

Figure 15. N6 ponte com ligacdo GPIO para o né central.
3.2.1 Software

Apods a escolha do hardware e a obtencdo de um audio de
referéncia, o proximo passo seria o desenvolvimento do software
para a rede WMN. Este processo foi dividido em varias etapas de
maneira a garantir a integragio e o funcionamento da mesma.

Inicialmente, foi desenvolvido um script para transferir o ficheiro
de audio do computador para os nos distribuidos, utilizando as
bibliotecas FS [32] e LittleFS [33] para gerir o sistema de
ficheiros no DI Mini Pro. Nos nds distribuidos, o sistema de
ficheiros foi devidamente inicializado, com uma verificagao do
sucesso dessa operagdo, para que caso ocorra uma falha seja
registada uma mensagem de erro. Apos feita esta verificagao,
procede-se a identificagdo de uma conexdo serial ativa. Quando
uma conexdo € estabelecida, é criado um ficheiro denominado
‘audio.mp3' em modo de escrita, seguido de uma verificacdo
adicional para assegurar que o ficheiro foi criado corretamente.
Apos esta verificagdo, os dados sdo armazenados no ficheiro,
conforme representado no fluxograma da Figura 16.

No lado do computador, uma ligagdo serial ¢ estabelecida,
abrindo-se o ficheiro de dudio em modo de leitura. Um loop ¢
entdo implementado para monitorizar continuamente a existéncia
de dados a serem lidos. Quando dados estdo disponiveis, estes sdo
transmitidos pela conexdo serial, como representado no
fluxograma da Figura 17.

25

Revista de Sistemas e Computacdo, Salvador, v. 15, n. 3, p. 21-33, set/dez 2025

https://revistarsc.com.br/ojs/index.php/rsc



Monta o sistema de
ficheiros

Escreve "Erro ao
montar o LittleF 5"

Existe
conexdo serial?

Sim

Abre/Cria o ficheiro
audio.mp3

Existe
ficheiro?

Escreve "Erro ao abrir|
o ficheiro”

Le o ficheiro e guarda

Figura 16. Fluxograma para rececéio do ficheiro audio nos nés
distribuidos.

Abre a ligacdo serial
Abre o ficheiro

Ha dados
por ler ?

> Transmite os dados
por serial

Fecha a conexdo
serial

Figura 17. Fluxograma para transmissao do ficheiro para os
nos distribuidos.

Em seguida, foi configurada a rede WMN com uma estrutura
inicial simples, projetada para testar a conectividade entre os nos.
Nessa configuragdo, cada no enviava o seu /D para toda a rede
utilizando broadcast, como ilustrado no fluxograma da Figura 18,
garantindo que existia comunicacdo entre todos os nds. Esta
configuragdo inicial, embora basica, permitiu verificar se existia
conectividade total entre os dispositivos. Apo6s confirmar o
funcionamento correto da comunicagdo, o script foi modificado
para direcionar as mensagens exclusivamente ao no raiz,

utilizando o seu ID. O fluxograma da Figura 19 demonstra o
comportamento do sistema apds essa adaptagdo, com as
mensagens sendo enviadas diretamente para o n6 central.

Cria a rede mesh

¥

Envia a mensagem
em broadcast

Al

Espera 5 segundos

Q{

Figura 18. Fluxograma do envio de mensagem broadcast com
ID do né distribuido.

Cria a rede mesh

Adiciona 0 1D doné a
mensagem

Y

Envia a mensagem
para o nd ponte
Y
Espera 5 segundos

Figura 19. Fluxograma do envio de mensagem dirigida ao no
ponte com o ID do né distribuido.

No né ponte, o script foi criado de maneira a receber
exclusivamente mensagens e transmiti-las via comunicagao serial,
permitindo que sejam visualizadas no nd central, conforme
representado na Figura 20. A Figura 21 apresenta o fluxograma do
script que corre no nd central que € responsavel por receber as
mensagens enviadas pelo né ponte e exibi-las no terminal,
garantindo a monitoriza¢do das comunicag¢des entre os nds da rede
WMN e o no central.

Cria a rede mesh
v
Abre ligacdo serial

ReceN\ Néo

mensagem?

H

Sim

v
Imprime na consola e
envia pelo serial
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Figura 20. Fluxograma da rececfio e escrita de dados no né
central.

Abre a ligacéo serial

Imprime no terminal
os dados

Figura 21. Fluxograma do c6digo né ponte para rece¢io das
mensagens e reencaminhamento para o né central.

Apos a implementagdo da rede, conseguimos verificar que existia
transferéncia de mensagens entre os nds distribuidos da rede e
entre a rede e o nd central. Esta validacdo foi fundamental para
garantir que a comunicagdo estava a funcionar conforme
esperado. Depois, com base nestes resultados, procedemos a
alteracdo dos scripts para permitir o envio do ficheiro de dudio
(previamente gravado) a partir dos nés distribuidos.

O primeiro passo no envio do dudio consistiu em dividir o ficheiro
de dudio em blocos. Este processo envolveu a leitura do ficheiro
de 4udio e a divisdo dos dados em pacotes de um tamanho
adequado. Devido a quantidade reduzida de RAM dos DI Mini
Pro, escolhemos 256 bytes ¢ o envio sequencial de cada bloco
para o nd central. O fluxograma deste processo, apresentado na
Figura 22 ilustra as ectapas, desde a leitura do ficheiro até a
verificagdo de recebimento no no raiz.

Abre a ligacdo serial

Le o ficheiro

Divis&o em pacotes

Envia o pacote

=

Envio com
sucesso?

E o uttimo
pedaco?

Passa para o proximo|
Mo P P
pacote

Sim

Figura 22. Fluxograma do envio do dudio através de blocos.

Em seguida, o codigo no Raspberry Pi 4B foi ajustado para
receber os dados enviados pelos nos distribuidos. O script no
Raspberry Pi aguardava pela rececdo dos blocos e, assim que
todos os dados foram recebidos, tentava reconstituir o ficheiro
original a partir dos blocos. No entanto, apesar da implementagio
adequada, os dados ndo foram recebidos com sucesso. Ao
verificar o ficheiro gerado, notdmos que o mesmo apresentava um
tamanho reduzido e, consequentemente, ndo funcionava como
esperado.

Com o intuito de resolver o problema de transmissdo, decidimos
experimentar o envio dos dados em raw binary. Este novo método
envolveu a leitura do ficheiro de dudio como dados binarios, que
seriam enviados divididos em blocos. O fluxograma da Figura 23
demonstra o processo da leitura do ficheiro em formato binario e
0 envio para o no central.

Abre a ligacéo serial

Le o ficheiro em
modo bindrio

Divis&o em pacotes

Na

Envio com
sucesso?

E o ultimo
pedaco?

Nio Passa para o proximo|
pacote

Sim

Fim

Figura 23. Fluxograma do envio do dudio através de blocos
binéarios.

No lado do Raspberry Pi, o cddigo foi novamente adaptado para
receber os dados binarios e grava-los num novo ficheiro audio.
Embora esta abordagem tenha permitido que algo fosse recebido,
a analise do ficheiro resultante revelou que apenas alguns bytes
tinham sido transferidos. O tamanho final do ficheiro gerado era
de apenas 1 KB, muito inferior ao tamanho original do 4dudio de
501KB, e o ficheiro estava danificado.

Face as dificuldades de transferéncia do audio pela rede WMN
para posterior processamento no nd central, foi necessario
encontrar uma alternativa que viabilizasse este objetivo. Assim,
decidimos implementar uma segunda abordagem em que o audio
¢ analisado localmente nos nés distribuidos, enviando apenas os
resultados da analise para o n6 central.
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3.3 Abordagem 2

Nesta abordagem, os nos distribuidos sdo responsaveis pela
captura, analise e processamento local dos audios capturados.
Assim, € no no distribuido que a espécie de passaro ¢ identificada
¢ o nivel de confianga, e esta informagdo ¢ enviada para os nds
ponte. Estes nds ponte reencaminham as mensagens para o no
raiz, que por sua vez, transmite as informagdes para o no central.
O no central utiliza esses dados, recebidos via rede WMN, para
decidir sobre as agdes necessarias para dispersar as aves (i.e., dar
ordem ao drone para sobrevoar a zona afetada).

Para esta abordagem, é necessario realizar alteragdes no sefup
previamente descrito, especialmente em relagio aos dispositivos
utilizados e a identificagdo dos mesmos. Como o processamento
sera feito localmente, é fundamental contar com nds mais robustos
e capazes de realizar a andlise do audio, levando & introdugdo dos
Raspberry Pi 02W nas extremidades da rede.

Assim, os nés distribuidos sdo implementados em Raspberry Pi
02W e passardo a ser responsaveis pela andlise e processamento
do audio. Os DI Mini Pro, que anteriormente desempenhavam
essa fungdo, agora atuardo como intermediarios na comunicagio e
serdo denominados ndés ponte. O DI Mini Pro que estabelece a
ligacdo entre a rede WMN e o no6 central serd agora designado
como no raiz. Estas altera¢cdes na arquitetura da solucdo podem
ser observadas na Figura 24.

ol | ) P &’Q

PSR

Figura 24. Arquitetura geral da Abordagem 2.
3.3.1 Software

Nesta abordagem foi necessario realizar ndo apenas alteragdes nos
dispositivos utilizados, mas também na componente de software,
face as mudangas no comportamento dos nos da rede e aos novos
nos distribuidos.

1

Para o envio das mensagens, foi preciso definir tanto o formato
quanto as informagdes a serem transmitidas pela rede. Para tal,
desenvolveu-se um novo protocolo de mensagens com o seguinte
formato:

(IdNo: <id>, Especie: <nome>, Confianca:

<confiancga>, timeStamp: <timeStamp>)

Neste protocolo, a informagdo sobre a espécie detetada (Especie),
o nivel de confianca (Confianca) e a data e hora em que foi
capturada (timeStamp) sdo enviadas pelo nd distribuido para o nd
ponte correspondente e este adiciona o seu identificador (IdNo) e
encaminha a mensagem para o no6 raiz. Deste modo, conseguimos
identificar a posi¢do do nd através de uma base de dados com as
localizagdes dos nos, que embora ndo seja o foco principal deste

projeto, permite uma visdo espacial da rede. Além disso,
incluimos os dados essenciais sobre a espécie de ave detetada, a
percentagem de confianca e a data e hora, para tratamento
estatistico futuro.

Para assegurar que os dados s3o entregues corretamente ao no
central e evitar uma sobrecarga desnecessaria na rede WMN, ¢
necessario que os nds ponte enviem as mensagens de forma direta
e exclusiva para o nd raiz. Para garantir este comportamento,
utilizamos o método integrado na AP/ da biblioteca PainlessMesh
denominado newCallbackConnection [26], que ¢ invocado sempre
que uma nova conexdo ¢ estabelecida na rede. Este método
fornece o /D do novo nd conectado e permite ao no raiz enviar
uma mensagem no formato "Root: <id>" para o novo nd. Do lado
dos ndés da rede, utilizdamos o método integrado chamado
newRecievedCallback [26] que ¢ invocado sempre que um nd
recebe uma mensagem da rede. Desta forma, quando um né
recebe uma mensagem da rede WMN, verifica se a mesma
comega com "Root: " e, se for o caso, o n6 extrai o ID do nd raiz e
armazena-o numa variavel que serd usada nas comunicagdes
futuras, garantindo que todas as mensagens sejam enviadas
diretamente para o no raiz.

Durante a fase inicial de testes, o script criado foi configurado
com os dados da espécie e do nivel de confianga pré-preenchidos
com os valores Eurasian Magpie ¢ 0.9949 respetivamente. Estes
dados correspondem aos dados retirados da analise do ficheiro de
dudio de teste no intervalo entre os segundos 9 e 12, como
ilustrado na Figura 8. O fluxograma representado na Figura 25
demonstra o processo que ocorre no néd distribuido para a
preparagdo e envio da mensagem para o n6 da rede, via conexao
serial enquanto a Figura 26 ilustra o processo de rece¢do da
mensagem, adi¢do do /D do né e retransmissdo da mensagem do
nd ponte para o no raiz.

Inicia conexdo serial

Guarda o tempo atual

Prepara a mensagem

Envia por serial

| —
Figura 25. Fluxograma da preparacio da mensagem e envio

para o no ponte.
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Inicia conexdo serial

Recebeu
mensagem?

Comeca por
"Root"?

Sim
Retira o nd raiz

Adiciona o id do né

Envia mensagem
para o nd raiz

Figura 26. Fluxograma da recec¢fo, atualizacdo e
encaminhamento da mensagem para o né ponte.

Apds termos implementado com sucesso o protocolo de
mensagens na nossa rede, o proximo passo ¢ integrar a andlise de
ficheiros de 4udio e preencher as mensagens com dados reais
extraidos dessa analise. Para isso, foi necessario modificar o script
"analyze.py" do BirdNET-Analyzer de maneira a permitir que,
apos a analise do audio, os resultados sejam retirados diretamente
do ficheiro gerado.

Nos resultados sdo extraidos os dados referentes a espécie de aves
identificada com o maior nivel de confianga, juntamente com o
timestamp obtido no momento em que a analise ¢ iniciada. Estes
dados sdo entdo formatados de forma a coincidirem com o
protocolo de mensagens previamente definido e, finalmente, a
mensagem formatada é enviada para a rede WMN seguindo o
fluxograma apresentado na Figura 27.

e

Tira o timeStamp

L

A 4

Analisa o audio

(S

Y
S —

Abre o ficheiro dos

resultados
| —

Y
e

Formata & mensagem

com os dados
| —

Y
S —

Abre a ligacdo serial

L

Y
e

Envia a mensagem

Figura 27. Fluxograma da analise do dudio, preparacio e
envio de mensagem.

4. TESTES E VALIDACAO

Apos implementagdo da abordagem 2, ¢ essencial testar e validar
o desempenho e a eficicia da rede WMN. Esta etapa tem como
objetivo avaliar a laténcia, a confiabilidade e a transmissdo de
dados em diferentes configuragdes de nds. Nesta seccdo, serdo
apresentados os resultados dos testes realizados e as conclusdes
obtidas acerca do comportamento da rede em diferentes cenarios.

E importante notar que os valores de analise e envio podem variar
significativamente, e¢ podem ocorrer outliers. Para mitigar a
influéncia de flutuagdes inesperadas nos resultados, cada teste foi
realizado 30 vezes, e utiliza-se a média dos tempos registados
como métrica principal. Os tempos que serdo monitorizados
incluem o tempo de analise, que representa o periodo necessario
para a realizagdo da analise do dudio no n6 distribuido; o tempo
total, que ¢ a diferenca entre o timestamp quando o pacote chega e
o timestamp contido na mensagem; ¢ o tempo de envio, que ¢
calculado subtraindo o tempo de analise do tempo total.

Foi realizada uma séric de testes de laténcia na rede WMN,
iniciando com um teste base em que o nd ponte, associado ao nd
distribuido, esta ligado diretamente ao no raiz, sem a presenca de
noés intermédios. Este primeiro teste servira como referéncia para
avaliar o desempenho da rede. Em seguida, iremos adicionar nos
intermédios e alterar a estrutura da rede para observar como estas
modificagdes impactam os tempos de laténcia.

Na Figura 28, podemos observar alguns dos cenarios da rede que
pretendemos testar. Nos cendrios 1, 2 e 3, o objetivo ¢ verificar o
impacto da adigd@o de diversos nds intermédios na laténcia da rede.
O cenario 4 tem duas finalidades: primeiro, determinar qual dos
nos seria escolhido para a comunicagdo e, segundo, testar a
capacidade de recuperagdo da rede em caso de falha de um nd.
Por fim, os cenarios 5 e 6 serfo utilizados para realizar testes de
stress, onde pretendemos avaliar o impacto na laténcia quando
todas as mensagens sdo enviadas por um Unico nd intermédio em
comparagdo com envios realizados por nds intermédios diferentes.
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Figura 28. Cenarios de teste da rede.

Partindo da referéncia dos tempos registados no nd diretamente
conectado, apresentados na Figura 29, ao observar os valores
obtidos nos cenarios 1, 2 ¢ 3, podemos concluir que existe uma
diferenga nos tempos de envio, sendo esta de 0,16 segundos com a
introdugdo de um no intermédio (Figura 30) e de 0,25 segundos ao
introduzir um segundo no intermédio (Figura 31). No entanto, ndo
se pode concluir definitivamente que a presenca de nds
intermédios melhora o tempo de envio, pois, ao analisar os 30
tempos que retiramos para calcular a média, verificamos um
tempo de quase 6 segundos no cenario 1. Se substituirmos esse
tempo por um valor mais préoximo dos obtidos, a média dos
tempos apresenta uma diferenca minima em relagéo aos restantes.

Apesar de os resultados mostrarem que nao ha um grande impacto
no tempo de laténcia, a adi¢do de nos intermédios contribuiu para
a melhoria da rede. Em pomares de grandes dimensdes, esses nos
servem como pontos de retransmissdo, encurtando a distancia
entre os nos distribuidos e o n6 central, o que resulta numa melhor
qualidade do sinal e adiciona redundancia aos caminhos.

Tempos com no direto

33,28
35,00 -

30,00

25,00

20,00

Tempo (s}

15,00
10,00

5,00 166

0,00 I

Tempo Analise Tempo Envio Tempo total

Figura 29. Tempos registados no cenario 1.

Tempos com 1 n6 intermédio

33,16
35,00 31,66

30,00
5,00

20,00

Tempo (s)

15,00
10,00

5,00

= I
I

Tempo Envio

0,00

Tempo Analise Tempo total

Figura 30. Tempos registados no cenario 2.

Tempos com 2 nés intermédios

32,89
= I
—

Tempo Envio

35,00 3148
30,00
25,00
20,00

15,00

Tempo (s)

10,00

5,00

0,00

Tempo Analise Tempo total

Figura 31. Tempos registados no cenario 3.

Ao tentar implementar o cenario 4, deparamo-nos com um
comportamento inesperado da biblioteca painlessMesh, que nio
nos permitiu criar o cenario conforme planeado. Na tentativa de
colocar dois nds a mesma distancia, ambos ligados ao destino ¢ ao
emissor, verificamos que a rede considerava sempre um dos dois
intermédios como "filho" do outro, resultando num cenario
idéntico ao cendrio 3.

Devido a essa limitagdo, ndo foi possivel testar os cendrios 4, 5 e
6 conforme pretendido. Contudo, para avaliar a recuperagdo da
rede e realizar o teste de laténcia sob condigdes de sobrecarga,
decidimos realizar dois testes alternativos no cenario ilustrado na
Figura 32, onde temos um n¢ identificado como E/I devido a sua
dupla funcionalidade.

No primeiro teste, utilizaremos este né6 como intermédio para
avaliar a recuperagdo da rede. Durante uma transmissao, o no sera
removido para verificar se a rede consegue recuperar, qual o
impacto no tempo de envio e se a mensagem chega ao destino ou
¢ perdida. Em seguida, o n6 atuard como emissor, permitindo o
envio simultdneo de varias mensagens de ambos os emissores.
Isso resultara na sobrecarga do nd ponte associado a um dos
emissores, que recebera as mensagens de ambos os emissores.
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Figura 32. Cenario alternativo para testes.

A topologia de rede descrita na Figura 33 ilustra o cenario
representado na Figura 32, onde o no raiz esta ligado a um nd
intermédio, que, por sua vez, se conecta a um n6 hibrido. Este né
hibrido desempenha simultaneamente as fungdes de emissor e
intermédio, mas, neste caso, opera como intermédio e esta ligado
a um nod exclusivamente emissor. Conforme mostrado na Figura
34, trés mensagens consecutivas foram emitidas através deste no
emissor, utilizando o script previamente modificado. Apds a
rece¢do da primeira mensagem, a ligacdo com o nd intermédio foi
interrompida para forgar a rede a reorganizar-se, permitindo a
analise do tempo necessario para esta reorganizacdo, bem como a
verificagdo da recegdo das mensagens seguintes.

=40 .957 Topologia da rede:

"nodeld™: 2785280611,
"root™: true,
"subs™: [
{
"nodeId": 2785281017,
"subs": [
{
"nodeId™: 2785280700,
"subs™: [

Figura 34. Envio das mensagens consecutivas.

Na Figura 35, pode-se verificar que apds a recegdo da primeira
mensagem, a rede inicialmente detetou a perda do né intermédio e
mostrou uma topologia que continha apenas com o né raiz e,
posteriormente, reconfigurou-se completamente para incluir os
restantes nds. O tempo de reorganizacdo total, que corresponde a
segunda atualizacdo da topologia, foi de aproximadamente 1
minuto e 26 segundos, calculado a partir da diferenca entre o
momento da rece¢do da primeira mensagem (18:49:18:585) ¢ o
instante em que a nova topologia, incluindo todos os nds, foi
estabelecida (18:50:44:871).

Durante este processo, apenas a terceira mensagem foi entregue
com sucesso, indicando que a segunda mensagem foi perdida
devido a falha momentdnea da rede. Para mitigar este tipo de
perda, seria necessario implementar mecanismos que assegurem a
retransmissdo de mensagens ndo entregues ou que evitem a sua
perda em caso de falhas na rede.

IdNo: 576125939, Especie: Eurasian Magpie, Confianca:
Topologia da

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

4-10-08 18:51:0:

Figura 35. Rececio das mensagens e atualizagdo da topologia.

Ap6s a verificagdo dos tempos de laténcia da rede no seu estado
normal, com um unico n6 a enviar mensagens, torna-se necessario
avaliar o comportamento da rede quando varios nds transmitem
em simultdneo, como ocorreria num pomar de maiores dimensdes
e extensdo. Para tal, inicialmente, foi realizado um teste onde um
emissor enviou 30 mensagens ¢ os tempos correspondentes foram
registados como base de comparagdo. Em seguida, as mesmas 30
mensagens foram enviadas quase ao mesmo tempo por dois nos
emissores, com 0 objetivo de criar um cenario de stress na rede,
especialmente nos nds responsaveis pela ligacdo a raiz.

A analise dos tempos obtidos revelou um aumento ligeiro de 0,15
segundos na média do tempo de envio, conforme apresentado na
Figura 36. Isso indica que, mesmo com apenas dois nds a enviar
mensagens através de nods intermédios, ja € possivel notar uma
difereng¢a no desempenho da rede. No grafico da Figura 37 essa
diferenga é evidenciada de forma mais clara, através da
comparagdo dos valores minimos ¢ maximos. Embora o tempo
maximo para o envio das mensagens tenha aumentado apenas em
0,8 segundos, representando um acréscimo de 4%, o tempo
minimo para o envio apresentou um aumento de 0,26 segundos, o
que equivale a um incremento significativo de 21%. Este aumento
¢ particularmente relevante, correspondendo a quase um quarto de
tempo a mais no envio, ¢ salienta a necessidade de implementar
protocolos que melhorem a eficiéncia do envio de mensagens.
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Figura 36. Comparacio entre as médias dos tempos.
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Figura 37. Comparacio entre o tempo de envio minimo e
maximo.

Em resumo, apesar de os testes realizados serem simples ¢
possivel concluir que, embora a rede esteja funcional e ndo
apresente tempos de laténcia extraordinariamente elevados, ha
espaco significativo para melhorias. E aconselhavel a utilizagio
de protocolos com vista a melhorar o desempenho da rede. Sera
fundamental testar a rede numa escala maior para observar de que
forma os tempos de laténcia aumentam com o crescimento do
numero de nos e de mensagens na rede [25].

5. CONCLUSAO

E sabido que as aves sdo responsaveis por elevadas perdas nas
colheitas em pomares e que a aplicacdo de métodos tradicionais
de dispersdo de aves ¢ ineficiente. Nesse sentido, este trabalho
parte de uma proposta de solugdo para este problema. Considera a
utilizagdo de uma rede em malha sem fios, para propagar a
informagdo de detegdo de aves, recolhida através de sensores nas
arvores de um pomar, para posterior tentativa de dispersdo com
recurso a um drone.

As redes em malha sem fios sdo uma solugéo eficaz para permitir
a comunicagdo entre dispositivos em areas de grande extensdo. A
sua principal caracteristica ¢ a interconexdo distribuida dos nds,
permitindo a transmissdo de dados por multiplos caminhos, o que
garante uma maior resisténcia a falha de nds individuais. Assim, a
sua utilizagdo pode ser promissora em ambientes rurais, onde a
conectividade ¢ frequentemente limitada.

No entanto, neste estudo, identificaram-se diversos problemas
associados a implementacdo de uma rede WMN no cenario
considerado, tais como a perda de mensagens, a laténcia elevada,

a corrupgdo de dados. Para mitigar estes problemas, procurando
garantir a entrega rapida e fidvel da informagdo, foram
consideradas e avaliadas duas abordagens distintas para a
implementagdio da rede WMN. Testou-se e validou-se o
desempenho da abordagem que melhor atende as necessidades do
cenario considerado neste estudo. Foram também identificados
pontos em aberto para trabalho futuro.
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