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ABSTRACT 
Tuberculosis, caused by the bacterium Mycobacterium 

tuberculosis, primarily affects the lungs and is transmitted 
through the air. It is one of the leading causes of death from 
infectious diseases worldwide, especially in developing 
countries such as Brazil. The most common diagnostic method 
is bacilloscopy, a manual analysis of sputum samples under a 
microscope, which can be slow and delay timely treatment of 
patients. This work proposes the use of Computer Vision and 
Deep Learning to automate the detection and classification of 
bacilli in bacilloscopy, accelerating the diagnosis of 
tuberculosis. The results obtained demonstrate a high potential 
for the approach, with an average Recall of 89.65%, an average 
F1-Score of 71.82%, and an average Precision of 64.20%. 

Keywords: Tuberculosis; Bacilloscopy; Faster R-CNN; 

 RESUMO  
 A tuberculose, causada pela bacte ria Mycobacterium 

tuberculosis, afeta principalmente os pulmo es e e  transmitida 
pelo ar. E uma das principais causas de morte por doenças´ 
infecciosas no mundo, especialmente em paí ses em 
desenvolvimento, como o Brasil. O me todo mais comum de 
diagno stico e  a baciloscopia, uma ana lise manual de amostras 
de escarro ao microsco pio, que pode ser lenta e comprometer 
o tratamento ra pido dos pacientes. Este trabalho propo e o uso 
de Visa o Computacional e Deep Learning para automatizar a 
detecça o e classificaça o de bacilos em baciloscopias, agilizando 
o diagno stico da tuberculose. Os resultados obtidos 
demonstram um alto potencial da abordagem, com um Recall 

me dio de 89,65%, F1-Score me dio de 71,82% e uma Precisa o 
me dia de 64,20%. 

Palavras-chave: Tuberculose; Baciloscopia; Faster R-CNN; 
1. INTRODUCTION 
A Tuberculose (TB) e  uma doença infecciosa causada pelo 

Mycobacterium tuberculosis (MT). Essa doença afeta em grande 
parte os pulmo es, mas podendo infectar outras partes do corpo 
(rins, ossos, sistema nervoso e ga nglios linfa ticos). Transmitida, 
em sua maior parte, por meio do ar quando uma pessoa 
infectada tosse ou espirra, liberando pequenas gotí culas 
contendo a bacte ria. Sua existe ncia e  datada a muito tempo, 
existindo registros de casos de infecça o pela doença em 
mu mias egí pcias, ale m de ser tema de estudo na Gre cia Antiga 
[7]. A TB e  considerada a segunda doença infecciosa que mais 
matou adultos e adolescentes em todo o mundo, ficando para 
tra s somente da Covid-19 no perí odo da pandemia, e e  
considerada um problema importante de sau de pu blica [5]. 
Segundo o relato rio global da Organizaça o Mundial da Sau de 

(OMS), no ano de 2022 foi totalizado 1,3 milho es de mortes por 
conta da doença, no qual 167 mil desses possuí am HIV [13]. No 
Brasil, o nu mero de casos da enfermidade ainda e  bastante 
elevado. Conforme dados do Ministe rio da Sau de (MS), no Paí s 
sa o notificados, por ano, aproximadamente 80 mil novos casos 
de infecça o e cerca de 5,5 mil o bitos devido a` TB [4]. Tal mal se 
transforma a cada ano em um problema cada vez mais grave, 
por conta do crescimento no nu mero de o bitos. Os casos da 
doença ocorrem, em grande parte, em paí ses que possuem uma 
Renda Nacional Bruta (RNB) me dia e baixa [13]. 
 Apesar dos avanços tecnolo gicos terem introduzido novos 

me todos de diagno stico e tratamento da TB, muitos deles na o 
sa o amplamente adotados devido aos altos custos de produça o 
e execuça o [8]. Como meios para o diagno stico da TB, pode-se 
citar: ana lise microsco pica, radiografia do to rax, radiografia de 
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pele, cultura de TB e teste de liberaça o de interferon-gama. No 
entanto, o me todo mais utilizado e  a baciloscopia de escarro, 
uma ana lise microsco pica do esfregaço de escarro do paciente. 
A detecça o e enumeraça o dos MTs sa o realizadas por leitura 
microsco pica de la minas por te cnicos devidamente treinados 
[5]. Por mais que essa maneira de diagno stico seja a mais 
utilizada, ainda requer uma melhoria na sua eficie ncia, isso 
porque o processo do exame e  feito manualmente. Ale m disso, 
essa atividade necessita tempo, pacie ncia, e um profissional 
preparado para realiza -la, principalmente no esta gio inicial da 
enfermidade, onde existe a dificuldade na detecça o da doença. 
Em virtude do exposto, e com o avanço da tecnologia, 

diversos me todos inovadores ve m surgindo para o auxí lio no 
combate a` doença e no decorrer do tratamento, como a 
aplicaça o de Visa o Computacional (VC) baseado em Deep 
Learning (DL). A aplicaça o dessa tecnologia na a rea vem 
crescendo com o passar do tempo. No diagno stico da TB, estes 
me todos podem ser utilizados para automatizar e melhorar o 
processo de detecça o de MT em amostras de escarro, tornando-
o mais preciso e eficiente. Esta abordagem implica em auxiliar 
no diagno stico precoce da doença. 
Nesse contexto, este artigo propo e um modelo para a 

classificaça o de MT com base na baciloscopia de escarro, 
visando sua aplicaça o em sistemas de apoio ao diagno stico 
precoce da TB. Utilizou-se uma base de dados composta por 
imagens de esfregaços de escarro fixados em la minas. A 
detecça o dos bacilos sera  realizada por meio do treinamento de 
uma rede neural convolucional utilizando o modelo Faster R-
CNN. 

2. TRABALHOS RELACIONADOS 
Nesta seça o, sera o revisados estudos e pesquisas realizados 

anteriormente integrando as a reas de visa o computacional e 
detecça o de TB com algoritmos avançados de Aprendizado de 
Ma quina (AP). 
No trabalho [5],e  proposto o desenvolvimento de um sistema 

automatizado para detecça o e contagem de BAAR no 
diagno stico da TB. Inicialmente, foram utilizadas te cnicas de 
visa o computacional e processamento digital de imagens, 
posteriormente evoluindo para o uso de AP e aprendizado 
profundo. A pesquisa inclui a criaça o de um banco de imagens 
e testes com diversas configuraço es. Concluso es preliminares 
indicam que a abordagem de intelige ncia artificial e  mais 
precisa que me todos anteriores. O estudo envolve a 
comparaça o entre leituras manuais de la minas e o algoritmo de 
deep learning, com 340 la minas preparadas para esse fim. Na 
literatura [8], o autor propo e um modelo de identificaça o do 
bacilo da TB usando te cnicas de processamento digital de 
imagens, visando um diagno stico mais ra pido e eficiente. Foi 
desenvolvido um proto tipo chamado DetectBAAR, utilizando a 
biblioteca OpenCV, para processar e analisar imagens de 
amostras coloridas pela te cnica de Ziehl-Neelsen. O proto tipo 
mostrou-se eficaz, mas sensí vel a condiço es de iluminaça o na o 
controladas, indicando a necessidade de aprimoramentos 
futuros. Os resultados experimentais comprovam a efica cia do 
modelo, sugerindo seu potencial para a detecça o de outras 
doenças atrave s de metodologias similares. 
No estudo [10] foi criada uma soluça o usando 

Reconhecimento O tico de Caracteres (OCR) com Aprendizagem 

Pro-´ funda para superar du vidas sobre a veracidade dos dados 
coletados por soluço es de IoT (Internet of Things, ou em 
portugue s, Internet das Coisas). Criou-se um conjunto de dados 
com imagens reais de hidro metros e treinou-se 22 modelos 
baseados na Faster R-CNN. O modelo com melhor desempenho 
alcançou mais de 90% de precisa o na leitura dos primeiros 
cinco dí gitos dos hidro metros. O autor destaca que soluço es 
comerciais de OCR na o sa o sempre adequadas para domí nios 
especí ficos. A abordagem de detecça o de objetos usando Faster 
R-CNN com Resnet50 mostrou-se robusta, alcançando 93% de 
assertividade, superando os desafios de desalinhamento dos 
caracteres e interfere ncias. Este resultado valida a efica cia do 
dataset criado e a precisa o do modelo em diversas condiço es 
operacionais. 
No trabalho [2], e  destacado o potencial do modelo Faster R-

CNN na detecça o de pe ssegos, visando a implementaça o de um 
sistema eficaz de estimativa de produça o em pomares. O 
modelo demonstra grande potencial para a detecça o de 
pe ssegos, podendo ser uma ferramenta valiosa para estimar a 
produça o em pomares, auxiliando no planejamento da colheita 
e armazenamento. No trabalho, os resultados preliminares 
indicam um desempenho bom, mesmo para frutos agrupados e 
oclusos. Para melhorar a detecça o, sugere-se aumentar a 
quantidade de imagens de treino e ajustar os limites de oclusa o 
dos frutos. 
O artigo [1] avalia o uso de modelos de detecça o de objetos 

para identificar nu cleos corados com nitrato de prata em 
pacientes com ca ncer de colo de u tero, utilizando o me todo 
AgNOR. Comparando diferentes backbones do modelo Faster-
RCNN, o trabalho demonstra que a aprendizagem profunda 
pode melhorar significativamente o processamento de imagens 
citolo gicas. O melhor desempenho alcançou acura cia de 0,66, 
precisa o de 0,79 e revocaça o de 0,80, validando a efica cia do 
me todo para detectar nu cleos AgNOR. Essa abordagem 
automatizada pode auxiliar na rotina clí nica, tornando a 
identificaça o de nu cleos mais objetiva e eficiente, em contraste 
com os me todos manuais subjetivos e laboriosos. 
Esses trabalhos exploram diferentes abordagens para a 

detecça o de objetos, como a identificaça o de bacilos da TB, a 
estimativa de produça o em pomares e a identificaça o de 
nu cleos em imagens citolo gicas. Todos os trabalhos utilizaram 
Visa o Computacional para a detecça o e classificaça o de objetos, 
diferindo somente a estrutura e suas caracterí sticas, com 
e nfase na Faster R-CNN. Nesse artigo sera  realizado a 
otimizaça o do modelo para a detecça o de objetos pequenos, 
ale m do aprimoramento do modelo atrave s de ajustes nos 
para metros de treinamento e na utilizaça o de um conjunto de 
dados completo. Estes aprimoramentos visam aumentar a 
precisa o e a efica cia do diagno stico automatizado da TB, 
contribuindo significativamente para a a rea de sau de. 

3. MÉTODO PROPOSTO 
Nesta seça o, sera  descrita a metodologia que foi adotada 

para o desenvolvimento do modelo de classificaça o de MTs 
utilizando a rede Faster R-CNN. A metodologia esta  dividida 
em cinco fases: Fase I - Revisa o sistema tica; Fase II Pesquisa 
Bibliogra fica; Fase III - Aquisiça o e preparaça o de dados; Fase 
IV - Treinamento do modelo; Fase V - Avaliaça o e validaça o do 
modelo; e Fase VI - Ana lise dos resultados. 
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Fase I - Revisa o sistema tica: Realizaça o de revisa o 
sistema tica da literatura sobre classificaça o e enumeraça o de 
MT. Foram coletados e analisados trabalhos cientí ficos 
relevantes, artigos e publicaço es sobre visa o computacional e 
te cnicas de AP aplicadas a` detecça o de MT. 
Fase II - Pesquisa Bibliogra fica: Foi conduzido estudos 

aprofundados sobre processamento de imagens, visa o 
computacional e redes neurais convolucionais. Foram 
revisados os principais me todos computacionais empregados 
no processamento de imagens e na detecça o de objetos, 
visando escolher os mais adequados para este trabalho. 
Fase III - Preparaça o de dados: Foi realizado a preparaça o 

dos dados essenciais para o treinamento e validaça o do 
modelo. Ajustes foram realizados nas imagens para melhorar 
a eficie ncia do treinamento e do pro prio modelo. 
Fase IV - Treinamento do modelo: Fase para realizar a 
implementaça o da rede Faster R-CNN para detecça o e 

classificaça o de MT. O modelo sera  treinado usando a base de 
dados preparada na fase anterior, aplicando te cnicas e ajustes 
de hiperpara metros para melhorar o desempenho do modelo. 
Fase V - Avaliaça o e validaça o do modelo: Foi feita a 

avaliaça o do desempenho do modelo treinado utilizando 
me tricas como acura cia, precisa o, recall e F1 score. Com a 
posse das me tricas, e  analisado se a pesquisa seguiria para a 
pro xima fase ou retornava para a fase anterior (Fase IV), a fim 
de realizar um novo treinamento com ajustes. 
Fase VI - Ana lise dos resultados: Nesta etapa, os resultados 

obtidos foram analisados detalhadamente para determinar a 
efica cia e precisa o da ferramenta desenvolvida, para, 
somente assim, disponibilizar para uso clí nico. 

3.1 Base de dados 
Foi obtido um conjunto com um total de 680 imagens de 

microsco pio, extraí das de uma base de dados privada, 
montada em parceria com o Hospital Universita rio da 
Universidade Federal do Piauí  (UFPI), em Teresina. As 
imagens sa o acompanhadas de arquivos JSON (JavaScript 
Object Notation) contendo as anotaço es correspondentes, 
que sa o essenciais para o funcionamento da rede neural. 
As imagens originais, com dimenso es extensas de 

3000x4000, foram cortadas em blocos menores de 640x640 
pixels para reduzir o tempo de processamento da rede neural e 
aumentar a eficie ncia do treinamento. Esse procedimento na o 
so  melhora o desempenho computacional, como tambe m 
expande a base de dados, proporcionando um conjunto mais 
diversificado e robusto. Apo s o corte, foi gerado um total de 
8596 imagens, que foram divididas em tre s grupos distintos 
(Tabela 1). Para a validaça o do modelo, foram separadas 640 
imagens, enquanto o conjunto de treino conte m 6905 imagens 
e o conjunto de teste foi composto por 1051 imagens, 
garantindo uma distribuiça o adequada para cada fase do 
treinamento e avaliaça o da rede neural. 

Table 1: Divisão das imagens em cada grupo após o corte. 

Grupos Quantidades Porcentagem Aproximada 

Validaça o 640 8% 

Treinamento 6905 80% 

Teste 1051 12% 

A separaça o do conjunto de dados em sub-conjuntos e  
essencial para avaliar o desempenho do modelo em dados que 
na o foram utilizados durante o processo de treinamento [12]. 
Isto e , essa divisa o de conjuntos evita o overfitting, que ocorre 
quando um modelo de AP aprende excessivamente os detalhes 
e ruí dos especí ficos do conjunto de treino, a ponto de 
prejudicar sua capacidade de generalizar para novos dados. 

3.2 Topologia 
Nos u ltimos anos, o avanço das tecnologias de intelige ncia 

artificial e AP tem transformado diversas a reas do 
conhecimento. A visa o computacional e  uma das que mais se 
destacam nesse cena rio. A capacidade de sistemas 
computacionais interpretarem e extraí rem informaço es 
valiosas de imagens e ví deos abre um vasto leque de aplicaço es, 
desde reconhecimento facial ate  diagno sticos me dicos 
automatizados. Esse progresso tem sido impulsionado pela 
disponibilidade de grandes volumes de dados e pelo aumento 
do poder computacional, o que possibilita a criaça o de modelos 
cada vez mais complexos e eficientes. 
Esta a rea tem crescido rapidamente, levando ̀ a criaça o de um 

nu mero crescente de modelos de computaça o. Isso implica que, 
ao enfrentar um desafio de visa o computacional, pode ser 
complicado selecionar o modelo mais adequado ou identificar 
quais me todos de validaça o e treinamento sa o mais adequados 
para o cena rio especí fico [11]. Isso leva a` necessidade de 
analisar fatores que auxiliam na seleça o do modelo mais 
adequado, como estrutura da base de dados, quantidade de 
recursos de processamento, complexidade do problema, entre 
outros fatores. 
Tendo em vista tal abordagem, a topologia selecionada foi a 

Faster R-CNN [9], devido sua robustez, ale m do seu alto 
desempenho em detecça o, quando analisado sua precisa o e 
eficie ncia computacional. Por ser um detector twostage (dois 
esta gios), possui alta precisa o de localizaça o e reconhecimento 
de objetos [6]. Ale m disso, foi utilizado o framework 
Detectron2, desenvolvido pelo Facebook e escrito em Python. 
Esse framework foi escolhido devido a` sua fa cil compreensa o 
e ao fato de ja  possuir implementaço es prontas, permitindo a 
modificaça o de apenas alguns para metros. 
O modelo Faster R-CNN [9] e  o aprimoramento do R-CNN 

(Region-based Convolutional Neural Networks) com a adiça o de 
uma rede para criar propostas de regia o (Region Proposal 
Network - RPN), substituindo o me todo de busca seletiva. A 
rede de proposta de regia o auxilia na diminuiça o do tempo de 
processamento [6]. O algoritmo navega pela feature map – 
representaça o visual das caracterí sticas que foram extraí das da 
imagem – utilizando janelas deslizantes. Cada janela deslizante 
conte m ’a ncoras’, representando pontos de refere ncia para 
localizar regio es de interesse. Sa o utilizadas va rias ’a ncoras’ 
com diferentes tamanhos e proporço es em cada janela, 
permitindo assim a detecça o de objetos de diversos tamanhos 
[3]. A Figura 1 mostra o passo a passo da rede. 
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Figure 1: Modelo de funcionamento do Faster R-CNN. [9] 

4. RESULTADOS E DISCUSSÃO 
Nessa seça o, sera o abordados os resultados obtidos a partir 

da aplicaça o das tecnologias selecionadas, bem como suas 
implicaço es e releva ncia para o contexto da pesquisa. Sera o 
analisados os dados coletados, discutindo-se os padro es 
identificados e as tende ncias observadas, visando fornecer uma 
compreensa o aprofundada do tema em questa o. 

4.1 Métricas 
A avaliaça o do desempenho de um modelo de aprendizado de 

ma quina e  crucial para garantir que ele esteja funcionando de 
maneira eficiente e eficaz, especialmente em tarefas sensí veis 
como a detecça o de MT. As me tricas de avaliaça o fornecem uma 
base quantitativa para medir a precisa o e a confiabilidade das 
prediço es do modelo, permitindo identificar suas forças e 
limitaço es. A qualidade da detecça o e contagem de MT sera o 
avaliadas usando me tricas padra o em detecça o de objetos, 
como: 

• Verdadeiro Positivo (VP): Classificaço es corretas da classe 

positiva. 

• Falso Positivo (FP): Classificaço es incorretas para a classe 

positiva. 

• Verdadeiro Negativo (VN): Classificaço es corretas da 

classe negativa. 

• Falso Negativo (FN): Classificaço es incorretas para a classe 

negativa. 

Com a posse desses valores, e  possí vel calcular as me tricas de 
desempenho, servindo para a avaliaça o do modelo. Foram 
selecionadas tre s me tricas essenciais: Recall, Precisa o e F1 
Score. A primeira mede a capacidade do modelo de detectar 
corretamente todas as insta ncias positivas, minimizando falsos 
negativos. Ja  Precisa o avalia a proporça o de prediço es corretas, 
reduzindo falsos positivos. O F1 Score equilibra Precisa o e 
Recall, combinando ambos em uma me trica que reflete o 

desempenho geral do modelo, especialmente u til quando se 
busca um equilí brio entre detecça o e exatida o. 

4.2 Treinamento e avaliação do modelo 
O treinamento do modelo foi realizado utilizando a 

plataforma Google Colab, que oferece recursos gratuitos para 
acesso a s unidades de processamento gra fico (GPUs). Essas 
GPUs sa o essenciais para acelerar o processamento de grandes 
volumes de dados, especialmente em tarefas de treinamento de 
redes neurais profundas. O Google Colab disponibiliza essas 
unidades de computaça o gratuitamente, permitindo que 
usua rios realizem treinamentos complexos em um ambiente de 
execuça o de alto desempenho. 
Com as configuraço es dos para metros devidamente 

ajustadas, deu-se iní cio ao treinamento do modelo que durou 
aproximadamente tre s horas. Apo s a conclusa o, foi necessa rio 
realizar uma avaliaça o rigorosa para validar sua efica cia na 
tarefa especí fica de detecça o de MT. A avaliaça o do modelo e  
uma etapa crucial, pois permite determinar a capacidade do 
modelo de generalizar para novos dados, ou seja, como ele se 
comporta em relaça o a dados que na o foram vistos durante o 
treinamento. 
Apo s aplicar o modelo a uma se rie de teste, foi obtido as 

me tricas necessa rias para avaliar o mesmo. A me trica de 
precisa o foi obtida por meio do framework Detectron2, que 
possui um API capaz de calcular me tricas de Precisa o Me dia 
(Average Precision, em ingle s) de diferentes medidas. As outras 
me tricas selecionadas ( Recall e o F1 Score) foram calculadas 
por meio de funço es criadas e implementadas a` API devido a` 
ause ncia de suporte direto para essas me tricas do Detectron2. 
Ao fim da avaliaça o, foi obtido um Recall me dio de 89,65%, 

F1 Score me dio de 71,81% e um AP50 (Average Precision para 
um IoU de 50%. Indica o desempenho do modelo para uma 
tolera ncia de sobreposiça o mais baixa) de 64,20% (Tabela 2). 

Table 2: Métricas de Recall, F1 Score e AP50, essa última 

calculada pela API. 

Label 
Recall 

médio 

F1 Score 

médio 
AP50 

Bacilo 89,65% 71,82% 64,20% 

Os resultados obtidos com as me tricas selecionadas 
demonstram um desempenho robusto do modelo na tarefa de 
detecça o de MT. O Recall me dio de 89.65% indica que o modelo 
e  altamente eficaz em identificar a maioria dos bacilos 
presentes nas amostras. Ja  o F1 Score me dio de 71.81% reflete 
um equilí brio entre precisa o e recall, sugerindo que ainda ha  
espaço para melhorias na precisa o. Por fim, a me trica AP50 de 
64.20% mostra que o modelo possui uma capacidade 
moderada de prever corretamente a localizaça o dos MT com 
uma sobreposiça o de 50% entre as caixas delimitadoras, o que 
e  satisfato rio para muitos cena rios clí nicos onde a detecça o 
geral e  mais importante do que a exatida o na localizaça o. 
A prediça o foi aplicada nas imagens do dataset de validaça o 

para avaliar a robustez do modelo. A capacidade de identificar 
MT foi imposta corretamente, mas ainda requer melhorias no 
treinamento para aumento da precisa o. A Figura 2 mostra 
prediço es com a classe do bacilo e a confiança do modelo. 
Embora tenha ocorrido a identificaça o na maioria das regio es 
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de interesse, algumas prediço es apresentam baixa confiança ou 
erros, indicando dificuldades com variaço es nas imagens, como 
ruí do, coloraça o e sobreposiço es. 

 

Figure 2: Predições de bacilos em imagens da base de dados de 

Validação 

4.3 Conclusão 
Com base nos resultados apresentados, e  possí vel concluir 

que o modelo Faster R-CNN demonstrou uma capacidade 
robusta para a detecça o de MT em imagens clí nicas. O uso da 
me trica AP50, acompanhado das me tricas de Recall e F1 Score, 
permitiu uma avaliaça o detalhada do desempenho do modelo, 
indicando que ele e  altamente eficaz em identificar MT, mas 
ainda enfrenta desafios relacionados a` precisa o. Por conta 
disso, apesar dos resultados positivos, a ana lise das prediço es 
revelou que o modelo pode ser sensí vel a variaço es nas 
imagens, como ní veis de ruí do e sobreposiço es de bacilos, o que 
impacta a confiança e a precisa o das detecço es. Um fator 
importante que afetou o treinamento foi a limitaça o do nu mero 
de iteraço es, devido a s restriço es de tempo de uso e capacidade 
de processamento da GPU do Google Colab. Essas limitaço es 
impediram que o modelo fosse treinado por um perí odo mais 
prolongado ou com um maior nu mero de iteraço es, 
comprometendo a capacidade de generalizaça o e precisa o nas 
prediço es. Esses fatores destacam a importa ncia de considerar 
ambientes de treinamento mais robustos ou a utilizaça o de 
estrate gias que permitam uma melhor gesta o dos recursos 
computacionais. 
Enquanto o modelo atual demonstrou um desempenho 

promissor, sua efica cia pode ser significativamente melhorada 
com ajustes no processo de treinamento e a utilizaça o de 
recursos computacionais mais adequados. Tornando isso o 
pro ximo passo para o modelo se tornar uma ferramenta ainda 
mais confia vel e precisa para a detecça o de MT em imagens 
clí nicas, contribuindo para avanços na a rea de diagno sticos 
automatizados. 
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