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RESUMO

O agrupamento de dados ¢ uma técnica fundamental de
aprendizado ndo supervisionado, cuja finalidade € particionar
instancias com base em seu grau de similaridade. O algoritmo K-
means destaca-se por sua simplicidade e eficiéncia computacional;
contudo, sua sensibilidade a escolha inicial dos centrdides
frequentemente compromete a qualidade da solugfo, levando a
convergéncia prematura em 6Otimos locais. Neste contexto, este
trabalho propde uma abordagem hibrida que combina o K-means
com o algoritmo bio-inspirado de Otimizagdo por Enxame de
Particulas (PSO), com o objetivo de aprimorar a selegdo dos
centrdides iniciais e acelerar o processo de convergéncia. A
principal contribui¢do reside na melhoria da robustez e eficiéncia
do K-means, mantendo sua simplicidade. Experimentos
conduzidos com trés conjuntos de dados amplamente utilizados
demonstram que o algoritmo hibrido proposto alcanga solucdes de
alta qualidade com um niimero reduzido de itera¢des, evidenciando
sua eficacia frente ao K-means tradicional.
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ABSTRACT

Data clustering is a fundamental unsupervised learning technique
aimed at grouping instances based on their degree of similarity. The
K-means algorithm is widely recognized for its simplicity and
computational efficiency; however, its performance is highly
sensitive to the initial selection of centroids, often leading to
premature convergence to local optima. To address this limitation,
this paper proposes a hybrid clustering approach that integrates
Particle Swarm Optimization (PSO) with K-means to enhance the
initialization process and accelerate convergence. The main
contribution of this study lies in improving the robustness and
effectiveness of K-means without compromising its simplicity.
Experiments conducted on three well-known benchmark datasets
demonstrate that the proposed hybrid algorithm consistently
achieves high-quality clustering solutions with fewer iterations
compared to the standard K-means, highlighting its practical
advantages.

Permission to make digital or hard copies of all or part of this
work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the full
citation on the first page. To copy otherwise, or republish, to post
on servers or to redistribute to lists, requires prior specific
permission and/or a fee.

1. INTRODUCAO

O aprendizado de maquina (AM) é um ramo da Inteligéncia
Artificial (IA) dedicado ao desenvolvimento de algoritmos capazes
de identificar padroes e tomar decisdes a partir de dados,
mimetizando processos cognitivos humanos [11, 13]. O AM pode
ser categorizado principalmente em duas abordagens:
supervisionado e ndo supervisionado [10].

No AM supervisionado, o0 modelo ¢é treinado com dados rotulados,
ou seja, instancias acompanhadas da resposta correta, permitindo a
aprendizagem de uma fungdo de mapeamento entre entrada e saida
[19]. Por outro lado, o AM nao supervisionado ndo dispoe de
rotulos durante o treinamento; seu objetivo é descobrir estruturas
ou padrdes intrinsecos, frequentemente por meio da formagao de
agrupamentos (clusters) de dados semelhantes [13]. Essa tarefa ¢
conhecida como agrupamento de dados (data clustering) e ¢
amplamente utilizada em diversas areas, como mineracdo de dados,
analise de imagens e bioinformatica [1].

Entre os inimeros algoritmos de agrupamento, o k-means, proposto
originalmente em meados do século XX [17], destaca-se por sua
simplicidade e eficiéncia computacional, tornando-se um método
padrdo para a tarefa. Entretanto, o desempenho do k-means é
altamente dependente da escolha dos centrdides iniciais, o que pode
resultar em convergéncia para minimos locais e solugdes subotimas

[4,2].

Diante desse desafio, heuristicas e metaheuristicas bioinspiradas,
como a Otimizagdo por Enxame de Particulas (Particle Swarm
Optimization, PSO) [14], t€m sido aplicadas para melhorar a
sele¢do dos centroides iniciais, buscando otimizar a qualidade do
agrupamento e acelerar a convergéncia [3, 16]. Neste trabalho,
propode-se um algoritmo hibrido que integra PSO e k-means,
explorando a capacidade do PSO em explorar o espaco de solu¢des
para determinar inicializagdes eficazes para o k-means. A
abordagem visa, assim, mitigar a sensibilidade do k-means a
inicializagdo, promovendo convergéncia mais rapida e solugdes de
maior qualidade.

Para validar a proposta, foram realizados experimentos com trés
conjuntos de dados amplamente utilizados na literatura, permitindo
comparagdes diretas com o k-means tradicional. Como
contribuicdo principal, o estudo demonstra que o algoritmo hibrido
PSO-k-means acelera significativamente o processo de
convergéncia e mantém, ou melhora, a qualidade do agrupamento.

A estrutura deste artigo esta organizada da seguinte forma: a Segéo
2 apresenta os fundamentos tedricos essenciais; a Sec¢do 3 discute
trabalhos relacionados; a Se¢do 4 descreve a metodologia adotada,
incluindo modelagem e fun¢do de avaliagdo; as Segdes 5 e 6
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apresentam os resultados experimentais e as conclusdes,
respectivamente.

2. FUNDAMENTACAO TEORICA

Nesta se¢do ¢ apresentada a teoria dos algoritmos e detalhamento
dos componentes necessarios para condug¢do da metodologia
apresentada.

2.1 Agrupamento de dados com k-means

A ideia principal do algoritmo k-means ¢ dividir M pontos em N
dimensoes através de k clusters para que a soma de quadrados
dentro do cluster seja minimizada [12].

O algoritmo requer como entrada uma matriz de M pontos e N
dimensoes, € uma matriz com k centroides de cluster iniciais em N
dimensdes. O numero de pontos do cluster L ¢ denotado por NC(L).
Onde D(X,L) ¢ a distancia euclidiana entre o ponto X e o cluster L,
como apresentado na equagéo 1.

D(X,L;) =

O procedimento geral ¢ procurar uma particdo £ com a soma de
quadrados localmente ideal dentro do cluster, movendo pontos de
um cluster para outro [12]. A estratégia do algoritmo ¢ agrupar
pontos de dados de maneira que a distancia euclidiana entre os
pontos pertencentes a cada grupo seja minimizada. Desse modo, o
algoritmo k-means tenta encontrar os melhores centroides dos
grupos.

O algoritmo ¢ dividido em dois estagios: um estagio inicial ¢ um
iterativo. O primeiro estagio envolve a defini¢do dos k centroides;
e o segundo estagio consiste no calculo dos k£ novos centrédides [18].
O algoritmo ¢ finalizado quando certo critério de parada ¢
encontrado, podendo ser numero de iteragdes, ou caso ndo ocorra
mais mudangas na posi¢ao dos centrdides. Desse modo, dado um
conjunto N de amostras, onde o objetivo ¢ classificar os dados em
k clusters, o algoritmo tende a minimizar uma fungéo de erro, tal
como o erro médio quadratico, equagao 2.

E N
E=3"% e — e (2)

1=1 i=1

Em que £ é o nlimero de agrupamentos, N o nimero de amostras, x
a entrada de cada amostra e cj € o centrdide. O Algoritmo 1 resume
o treinamento do k-means.

Algoritmo 1: k-means [18]

Definicaao dos k centros aleatoriamente:

while Nao houver mudangas nos ceniréides do

for Cada x; de treinamento do

Atribuir z; ao grupo associado com o centrédide ¢;
mais proximo Atualizar os centréides de cada
cluster;

for cada cluster ¢; do

Calcular ¢; = Zj:'_l JJ'—:JI—

end

lend
end

2.2 Particle Swarm Optimization (PSO)

O algoritmo de otimizagdo por enxame de particulas (do inglés,
Particle swarm optimization) ¢ um método de otimizagdo que
simula o comportamento de um bando de passaros procurando
alimento [15]. Basicamente um bando de passaros voando
aleatoriamente no espago de busca, onde cada passaro ¢ um solugéo
(particula).

Considere que um conjunto de particulas voa com uma
determinada velocidade e se move para encontrar a melhor posicdo
global em um processo iterativo. A cada iteragdo do algoritmo, o
vetor de velocidade para cada particula ¢ modificado com base em
trés parametros: o momento da particula, a melhor posicdo
alcangada pela particula e a melhor posicdo de todas as particulas
até o estagio atual. Entdo, com base na velocidade determinada para
cada particula, ocorre uma movimentagdo para sua proxima
posi¢do. Eventualmente, é provavel que o enxame, como um todo,
se aproxime de um nivel 6timo de fungéo de aptiddo [15].

Em um espago n-dimensional, a posi¢do e velocidade das
particulas a cada iteragdo sdo definidas pelos vetores X/ =
(ir® xi2®, ... xi') e ViV = (vis®vix®, ,... vis™), respectivamente.
Usando a fungdo de aptidao (fitness), cada particula ¢ avaliada em
cada estagio do algoritmo. Com isso, a melhor posi¢do da particula
i a cada iteracdo do algoritmo ¢ atualizada no vetor Pi = ( pil,
pi2,...pin ), denotado por personal best (pbest). Além disso, a melhor
posi¢éo global (gbest), considerando todas as particulas, também ¢
registrada no vetor G = (g1, g2, ...g» ). Em cada iteragéo a velocidade
¢ posicao das particulas sdo calculadas de acordo com as equagdes
3 e 4, respectivamente.

VM = s VY forern s (P— X ber e (G- XM
(3)

_\-ifj _\rif—'.,' + 'l"“j {-‘l:l

2 (] 2

Onde, w é chamado peso de inércia, o qual controla o impacto da
velocidade da particula. #/ e r2 sdo duas variaveis aleatorias
independentemente distribuidas uniformemente no intervalo /0,1].
cl e c¢2 s3o constantes positivas chamadas coeficientes de
aceleragdo.

O processo de atualizag@o da posi¢do das particulas é repetido até
que um critério de parada seja atingido. Uma condigdo comum
usada para finalizar o algoritmo PSO é um numero pré-definido de
iteragdes. O pseudocodigo do PSO ¢ apresentado no Algoritmo 2.

2.3 Bases de dados

Na tarefa de agrupamento de dados (data clustering) o conjunto de
amostras ¢ de grande importancia. Tanto no aprendizado
supervisionado como no néo supervisionado é necessario uma base
de dados, a qual o modelo de aprendizado ira aprender correlagdes
com esses dados.

2.3.1 Customers

O dataset Mall Customer Segmentation Data [20] possui dados
para segmentagdo de clientes de um shopping, sendo composto por
duzentas instdncias contendo informagdes basicas, como: ID,
idade, sexo, renda, pontuagdo de gastos. A Figura 1 apresenta em
um DataFrame os atributos e dez instancias em resumo do conjunto
de amostras.
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Algoritmo 2: PSO [15]
for cade particula 1 do
nicialize a posicao z; aleatoriamente;
nicialize a velocidade v com wazio;

end

while NV < {otalN do

or cade particula i do

Calcular valor de aptidao f{p:);
if f(p:) < phes then

e st = (15 );

nd

nd

ghest = i com melhor f(p;);

or cadae particula @ do

Calcular a velocidade com a Equacgao 3;
Atualizar a posicao de p; com a Equagio 4;
nd

end

return gee .

Figura 1: DataFrame com amostra dos dados de customers.

CustomerlD Gender Age Annualncome (k$) Spending Score (1-100)

0 1 Male 19 15 39
1 2 Male 21 15 a1
2 3 Female 20 16 6
3 4 Female 23 16 77
4 5 Female 31 17 40
195 196 Female 35 120 g
196 197 Female 45 126 28
197 198 Male 32 126 74
198 199 Male 32 137 18
199 200 Male 30 137 83
232 fris

O conjunto de dados Iris é talvez a base de dados mais conhecida
encontrada na literatura para reconhecimento de padrdes. O
conjunto contém 3 classes de 150 instancias, onde cada classe se
refere a um tipo de espécie iris e quatro atributos, comprimento e
largura das sépalas e pétalas. O dataset pode ser obtido pela base
de dados UCI Machine Learning Repository [7]. A Figura 2
apresenta os atributos juntamente com as nove primeiras instancias
do dataset Iris.

233 Wine

O dataset Wine é também uma base bem conhecida na literatura.
Os dados do conjunto sao resultados de uma analise quimica de trés
tipos de vinhos cultivados na mesma regido da Italia, onde foram
derivadas 13 quantidades de constituintes encontrados nos trés
tipos analisados. Desse modo, o dataset compreende 3 classes,
sendo cada uma, um tipo de vinho, e 13 atributos que representam
elementos da constitui¢do do tipo de vinho [8].0 dataset pode ser
obtido pela base de datasets UCI Machine Learning Repository [9].
A Figura 3 apresenta os atributos juntamente com as nove primeiras
instancias do dataset Wine.

Figura 2: Dataframe com amostra do conjunto de dados iris.

sepal length sepal width petal length petal width class
0 5.1 35 1.4 0.2  Iris-selosa
1 49 3.0 1.4 0.2  Iris-selosa
2 4.7 3.2 1.3 0.2  Iris-sefosa
3 46 3.1 1.5 0.2 Iris-setosa
4 5.0 36 14 0.2  Iris-setosa
5 5.4 39 1.7 04  Iris-setosa
6 46 34 1.4 0.3  Iris-setosa
7 5.0 34 1.5 0.2  Iris-setosa
8 4.4 2.9 14 0.2  Iris-setosa

Figura 3: Dataframe com amostra do dataset Wine.

ciass Aicohat MU agn ANV L um Tl vanias  MEMTRENOK o ocyaning Color e DI e
acia of asn phenols phencls Intensity wines

0 1 d4zm 17 24 156 127 280 208 028 229 5640000 1.04 2% 1065
101 1320 178 20e 12 100 285 27 028 128 4380000 105 340 1050
2 1 1316 236 267 186 101 280 324 010 281 5680000 1.03 a7 1es
31 1437 185 280 188 13 388 349 o 218 7800000 0.86 45 1480
4 1 1324 259 287 210 18 280 269 039 182 4320000 104 298 735
5 1 1420 176 245 182 12 azr 339 LEN 157 6750000 105 285 1m0
6§ 1 1433 187 248 1456 % 250 25 030 198 5250000 102 s 120
71 1408 215 281 176 121 260 251 on 125 5050000 1.06 as6 1295
B 1 1483 184 297 140 57 280 298 [E:] 198 5200000 1.08 285 1045

Bansal e Gupta [3], propuseram uma abordagem hibrida PSO-k-
means que melhora a robustez do agrupamento diante de ruidos e
outliers, demonstrando melhor desempenho em datasets reais e
sintéticos. Liu et al. [16], apresentaram melhorias na fungdo de
aptiddo do PSO para clustering, resultando em uma maior
separagdo entre 0s grupos e convergéncia mais rapida.

Outros trabalhos recentes exploram a combinagdo do PSO com
aprendizado profundo para agrupar dados de alta dimensionalidade,
como em Zhang et al. [22], que reportaram avangos significativos
em escalabilidade e precisdo.

Além disso, algumas pesquisas focam em aprimorar a
representagdo das particulas e a modelagem da fungéo de avaliagdo
para o PSO no contexto do k-means. Por exemplo, Chen et al. [5]
propuseram uma notac¢do adaptativa para particulas que melhora a
exploragdo do espago de centrdides, enquanto Wang e Li [21]
desenvolveram uma fungdo de aptiddo que incorpora medidas de
densidade e separagdo para otimizar a qualidade dos clusters.

A proposta deste trabalho distingue-se das abordagens citadas ao
introduzir uma nova modelagem das particulas e uma fungdo de
aptiddo customizada para a PSO, especificamente projetada para
otimizar a inicializagdo do k-means. Além disso, realizamos uma
analise comparativa rigorosa em trés datasets amplamente usados,
ressaltando a eficiéncia da convergéncia e a qualidade das solugdes,
destacando o equilibrio entre desempenho e custo computacional.

3. METODOLOGIA

O algoritmo k-means ¢ amplamente reconhecido como uma das
principais técnicas de agrupamento de dados. No entanto, sua
principal limitagdo reside na sensibilidade a escolha inicial dos
centrdides, que sdo definidos aleatoriamente. Essa aleatoriedade
pode conduzir a solu¢des subdtimas e aumentar o numero de
iteracdes até a convergéncia. Neste trabalho, propomos um
algoritmo hibrido, denominado k-means-PSO, que integra o
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Particle Swarm Optimization (PSO) ao k-means com o objetivo de
aprimorar a inicializagdo dos centrdides e, consequentemente, a
qualidade do agrupamento.

Para aplicar o PSO ao problema de agrupamento, ¢ necessario
modelar adequadamente as particulas (solugdes candidatas) e
definir uma funcdo de aptiddo (fitness function) que avalie a
qualidade de cada solugdo gerada. Nesta secdo, detalhamos os
principais componentes do PSO, sua adaptacdo ao contexto de
agrupamento, ¢ a forma como ele foi integrado ao algoritmo k-
means na abordagem proposta.

31 Modelagem das Particulas

No contexto do PSO, cada particula representa uma possivel
solugdo para o problema, isto é, um conjunto de k centrdides. A
posicdo da particula no espaco de busca ¢ definida pelas
coordenadas dos centrdides, enquanto sua velocidade representa o
deslocamento desses centroides a cada iteragdo. Inicialmente, as
posi¢des das particulas sdo definidas aleatoriamente dentro do
espaco de atributos dos dados.

A velocidade é modelada como um vetor com componentes
correspondentes aos deslocamentos esperados dos centroides em
relagdo a melhor posi¢do individual encontrada até o momento
(prest) € @ melhor posigdo global (gresr). A atualizagdo das posicoes
e velocidades segue as equagoes tradicionais do PSO (Equagdes 3
e 4), promovendo o movimento das particulas em dire¢@o a regides
do espaco com melhor avaliagdo de qualidade de agrupamento.

3.2 Funcao de Avaliagdo

A fungdo de avaliagdo, ou fungdo de aptiddo, tem por objetivo
quantificar a qualidade de uma particula, ou seja, da configuracao
de centroides por ela representada. A métrica utilizada foi a soma
total das distancias euclidianas entre os dados e seus respectivos
centroides. Essa fungdo visa minimizar a dispersdo intra-cluster,
conforme definido na Equagao 5.

£ om
F =33 DE(ci,py) (5)

i=1 j=1

Onde:
® [k é o nimero de clusters;
e m ¢é o numero de instancias atribuidas ao cluster i;
® ;¢ o centroide do cluster ;
® pj;éaj-ésima instancia do cluster i;
e  DE representa a distancia euclidiana definida na equagio

1.

Durante o processo de otimizagdo, a fungdo de aptiddo ¢
continuamente recalculada apds cada atualizagdo da posi¢do das
particulas, permitindo a identificacdo de pres: € Gpest.

33 Integragdo PSO e K-means

Apds um numero pré-definido de iteragdes do PSO, a melhor
particula global (gees:), que representa o conjunto de centrdides mais
promissor, ¢ utilizada como ponto de partida para o algoritmo k-
means. Dessa forma, o PSO atua como um mecanismo de
inicializagdo inteligente, potencialmente conduzindo o k-means a
uma convergéncia mais rapida e a agrupamentos de melhor
qualidade.

O Pseudocodigo do algoritmo k-means-PSO ¢ apresentado no
Algoritmo 3.

Algoritmo 3: k-means-PS0

Function carrega_dataset (datasel):
|.retu.ru dataset

Function gera_centroides_aleatories(k,
dataset):
|:el,u.ru centroides

Function gera_centroides_PS0(k, dataset):
|.retu.ru gBest

Function executa_kmeans_F50(k, dafaset, pso):
il pso True then

centroides = pera_centroides PSO(E, dataset)
lelse
centroides
lend

while nao houver mudonges nos centroides do

pera_centroides_aleatorios{ k, dalaset)

for cado instincia x; do

Atribuir z: ao grupo com centrdide ¢; mais
proximo

end

for cadae cluster ¢; do

Atualizar ¢; sk

Lug=1 N

=

e
e
return clusters

34 Implementacio

O algoritmo k-means-PSO foi implementado em Python no
ambiente Jupyter Notebook. A fungdo principal recebe como
pardmetros o niimero de clusters k, o conjunto de dados, e um
pardmetro booleano pso que define o método de inicializagdo. Se
pso = True, os centroides sdo gerados pelo PSO; caso contrario, sao
inicializados aleatoriamente. O processo de agrupamento ¢ entdo
executado utilizando o k-means com os centréides definidos pela
escolha inicial.

3.5 Hiperparametros do PSO

A eficacia do PSO depende diretamente da configuragdo de seus
hiperparametros, que controlam o comportamento das particulas no
espago de busca. Na implementagdo deste trabalho, utilizamos os
seguintes hiperparametros:

®  pariculas: numero de particulas na populagdo. Valor
adotado: 30;

®  TIieracies: NUmero maximo de iteragdes do PSO. Valor
adotado: 100;

e w: fator de inércia, responsavel por manter 0 movimento
anterior da particula. Valor adotado: 0,72;

e ¢ coeficiente de aprendizado cognitivo, que influencia
a atrag@o pela melhor posi¢do individual. Valor adotado:
1,49;

e (2 coeficiente de aprendizado social, que influencia a
atragdo pela melhor posigdo global. Valor adotado: 1,49.

Esses valores foram selecionados com base em recomendagdes da
literatura [6], visando um equilibrio entre explora¢do do espaco de
busca e convergéncia eficiente. Adicionalmente, a inicializacdo
aleatoria das particulas é realizada dentro dos limites definidos
pelos atributos dos dados de entrada, garantindo diversidade inicial.
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3.6 Complexidade Computacional

A complexidade computacional do algoritmo hibrido k-means-PSO
pode ser analisada a partir de duas fases principais:

1. Fase PSO: Para cada uma das nieracses do PSO, €
necessario calcular a fungdo de aptiddo para cada uma das
Nparticulas, O que envolve a atribui¢do de instancias aos
centroides e o calculo das distancias. Isso resulta em uma
complexidade de aproximadamente O(nparticutas * k * m *
d), onde k é o nimero de clusters, m o numero de
instancias e d o numero de atributos.

2. Fase K-means: Apo6s a inicializagdo via PSO, o k-means
¢ executado até a convergéncia. Sua complexidade por
iteragdo € O(k * m * d), sendo geralmente mais eficiente
apo6s uma boa inicializagao.

Em comparagdo com o k-means tradicional, que é sensivel a
inicializagdo e pode demandar miltiplas execugdes com diferentes
sementes para garantir bons resultados, o k-means-PSO busca uma
solucdo de maior qualidade em uma unica execugdo, com custo
adicional apenas durante a fase de otimizacdo inicial.

4. EXPERIMENTOS E RESULTADOS

Os experimentos foram organizados em trés cenarios distintos para
realizar uma analise comparativa entre os algoritmos k-means-PSO
e k-means, utilizando os datasets Customers, Iris ¢ Wine.

Na base Customers, foram considerados os atributos Annual
Income e Spending Score, enquanto nas bases Iris ¢ Wine foram
utilizados todos os atributos disponiveis, exceto os atributos de
classe. Para cada cenario, o nimero de clusters & foi definido de
acordo com os dados (e.g., 5 para Customers, 3 para [ris ¢ Wine).
Cada configuragao foi executada 30 vezes para garantir robustez
estatistica.

No k-means-PSO, foi realizada uma busca por parametros que
evitassem a convergéncia prematura. Os pardmetros testados
incluiram ¢; e ¢z no intervalo /1.0, 2.5/, e w no intervalo /0.5, 0.9].
Os melhores resultados foram obtidos com os valores apresentados
na Tabela 1.

Tabela 1: Melhores parametros identificados para o K-means-
PSO.

Figura 4: Grafico de dispersdo com clusters gerados pelo k-
means-PSO para a Base de dados: Customers.
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Além disso, foram gerados boxplots comparando os algoritmos
quanto ao numero de iteragdes até a convergéncia, conforme as
Figuras 5,6 ¢ 7.

Figura 5: Box Plot comparando nimero de iteracdes entre k-
means e k-means-PSO. (Base de dados: Customers).
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A Tabela 2 apresenta a média do numero de iteragdes até a
convergéncia em cada cenario.

Tabela 2: Média do nimero de iteracdes até a convergéncia por
algoritmo e dataset.

Parametros do algoritmo K-means-PSO
Parametro Descrigdo Valor
Tp Numero de particulas 100
N Numero de geragdes 20
W Peso de inércia 0,5
ci Coeficiente cognitivo 1,0
c2 Coeficiente social 1,0

Para avaliar a performance dos algoritmos, foi analisado o nimero
de iteracdes até a convergéncia e a fungdo objetivo (fitness). A
Figura 4 apresenta um grafico de dispersdo para o cendrio
Customers, ilustrando os agrupamentos formados pelo algoritmo k-
means-PSO.

Dataset k-means k-means-PSO
Customers 9,30 8,73
fris 6,97 6,47
Wine 7,50 7,47
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Figura 6: Box Plot comparando nimero de iteracdes entre k-
means e k-means-PSO. (Base de dados: Iris).
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Figura 7: Box plot comparando niimero de iteragdes entre k-
means e k-means-PSO. (Base de dados Wine).
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4.1 Validacao Estatistica

Para verificar a significancia das diferencas observadas entre os
algoritmos, foi realizado um teste ¢ pareado (paired t-test) com
nivel de significancia @ = 0,05. Os resultados sdo apresentados na
Tabela 3.

Os valores-p obtidos indicam que ndo hé diferenca estatisticamente
significativa entre os algoritmos nos trés datasets avaliados.
Contudo, a analise grafica dos boxplots sugere que o k-means-PSO
apresenta menor variabilidade nas execugoes e tendéncia a solugdes
mais consistentes, o que pode ser vantajoso em aplicagdes onde a
estabilidade do resultado ¢ critica.

Tabela 3: Resultado do teste t pareado entre k-means e k-

means-PSO para o nimero de iteracdes até a convergéncia.

Dataset Meédia k- Meédia k- valor-p
means means-PSO
Customers 9,30 8,73 0,412
fris 6,97 6,47 0,214
Wine 7,50 7,47 0,962

5, CONCLUSAO

Este trabalho propds uma abordagem hibrida para o algoritmo k-
means, utilizando o PSO (Particle Swarm Optimization) como
mecanismo de otimizagdo para a escolha inicial dos centrdides.
Essa proposta visa mitigar a principal limitagdo do k-means
classico, cuja inicializacdo aleatéria pode levar a solugdes
sub6timas e maior nimero de iteragdes até a convergéncia.

Para avaliar o desempenho do algoritmo k-means-PSO, foram
conduzidos experimentos em trés cendrios distintos utilizando os
datasets Customers, Iris ¢ Wine. Os resultados obtidos mostraram
que a abordagem hibrida tende a reduzir, ainda que modestamente,
o numero médio de iteragdes até a convergéncia quando comparada
ao k-means classico. Além disso, os boxplots evidenciaram uma
menor variabilidade nas execugdes do k-means-PSO, indicando
maior estabilidade na geragdo dos agrupamentos.

A andlise estatistica, por meio do teste t pareado, indicou que as
diferencgas observadas entre os algoritmos ndo sdo estatisticamente
significativas ao nivel de 5%, embora os resultados visuais e
descritivos sugerem vantagens operacionais do uso da meta-
heuristica PSO, principalmente no que se refere a consisténcia das
solugdes.

Por outro lado, foi observado que o PSO pode ocasionalmente ficar
preso em minimos locais, o que compromete a qualidade dos
centrdides iniciais e limita os ganhos esperados na convergéncia do
k-means. Essa limitacdo refor¢a a necessidade de explorar
estratégias adicionais para guiar a busca em direcdo a solucdes
globais.

Como trabalhos futuros, pretende-se investigar a combinagao do k-
means com outras meta-heuristicas, como Algoritmos Genéticos,
além da incorporagdo de mecanismos adaptativos no PSO que
promovam a evasdo de minimos locais. Também se planeja aplicar
a abordagem proposta em conjuntos de dados maiores e mais
complexos, provenientes de aplicagdes reais, de modo a validar sua
escalabilidade e eficécia pratica. Tais avangos refor¢am o potencial
das abordagens hibridas na solu¢do de problemas complexos de
agrupamento em cenarios reais.
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