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ABSTRACT

The real estate sector plays a pivotal role in economic growth,
making accurate property appraisal predictions essential for
informed decision-making and investments. This study aimed to
evaluate and compare the performance of supervised learning
algorithms - Classification and Regression Trees (CART), K-
Nearest Neighbors (KNN), Multiple Linear Regression (MLR),
Support Vector Machine (SVM), Random Forest (RF) in predicting
property values using a dataset from Recife, Brazil, spanning 1915
to 2024. Key property characteristics were selected using attribute
selection, and models were assessed using R%, MAE, MSE, and
RMSE metrics. RF emerged as the most robust model, achieving a
strong balance between accuracy and generalization, while SVM
exhibited poor performance with large errors and limited predictive
capability. Although MLR achieved the highest R?, it struggled
with inconsistent predictions. These results underscore the
importance of algorithm choice and the influence of data
characteristics, such as correlations and variable distributions, on
model performance. This study contributes to real estate analytics
by providing insights into effective machine learning applications
for property value prediction, supporting both academic research
and practical decision-making in the sector.
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1. INTRODUCTION

The real estate sector is deeply intertwined with economic
growth, establishing itself as one of the primary drivers of the
national economy. This importance is evident in recent economic
projections, which have shown significant adjustments in forecasts,
impacting the construction sector's GDP growth. Expectations for
growth have risen from 2.3% to 3%, according to assessments by
the Brazilian Chamber of Construction Industry (CBI) [1].

Amid this favorable scenario, a survey conducted by Brain
Intelligence Estrategica in 2021 [2] revealed an increasing number
of Brazilians interested in investing in real estate, seeking new
avenues for profitability. However, entering this business requires
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caution, detailed analysis, and prior knowledge to determine fair
values and identify attractive investment opportunities [3].

Machine Learning, as a tool capable of extracting insights from
diverse datasets, holds significant potential for real estate price
forecasting. It can identify complex, non-linear patterns and
generate more precise predictions tailored to the specifics of each
real estate market. Complex datasets can be leveraged to extract
critical features applicable to various contexts, supporting
corporate decision-making processes [4].

In this context, the present study aims to apply Machine Learning
(ML) techniques to evaluate property pricing based on market data.
The research utilized a dataset from the city of Recife,
encompassing construction data from 1915 to 2024, to develop a
prediction tool based on regression and meta-learning. This tool is
designed to serve as a benchmark and guide for potential investors
in the sector.

2. BACKGROUND

ML is defined as a set of algorithms capable of extracting
information from datasets without requiring a predefined
mathematical model [5]. These algorithms learn from the data
provided, identifying patterns autonomously, and thus automating
the discovery and extraction of information [6].

However, selecting an algorithm from the wide array available
can be challenging. An initial data analysis provides critical
insights, including the number and types of attributes, available
data, and the presence or absence of target classes. Machine
learning techniques are categorized into supervised learning
(requiring a target class), unsupervised learning (for clustering,
without a target class), and reinforcement learning (based on
rewards and penalties) [7]. The choice of algorithm depends on the
objectives and data characteristics, directly affecting the model’s
accuracy [8].

2.1 Feature Selection

Feature selection techniques are essential for identifying the most
relevant attributes for training. The goal is to understand
relationships between variables, eliminating redundancies that add
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no value to the classification model and unnecessarily increase
computational requirements [9].

Commonly used methods include variance-based approaches,
correlation-based methods, and techniques leveraging feature
importance from predictive models. Variance-based methods
remove attributes with insignificant variability, assuming they do
not contribute meaningfully to class discrimination or predictions.
Correlation-based methods assess the relationship between
attributes and the target variable, as well as inter-attribute
correlations, selecting only the most impactful features and
reducing redundancies [10]. On the other hand, methods that use
importance calculated by predictive models, such as decision trees
and random forests, quantify the impact of each attribute on the
model's decision-making process, enabling the empirical
identification of key variables [11]. These approaches are discussed
in the literature and are recommended depending on the nature of
the data and the problem being analyzed. Thus, attribute selection
stands out as a fundamental technique for promoting efficiency and
robustness in machine learning systems.

2.2 Meta-Learning

Meta-learning is an advanced technique that systematically
identifies patterns in data changes to recommend the most suitable
model for a given scenario, considering dataset characteristics and
project objectives [12].

The recommendation process involves analyzing dataset features
alongside model performance metrics. By relating these variables,
the method suggests an algorithm that aligns with the desired
outcomes and performance metrics. Despite its robustness, meta-
learning does not guarantee that the recommended algorithm will
yield the best results [13]. Moreover, machine learning algorithms
often struggle with large datasets, a challenge linked to the number
of objects, attributes, or both [14].

2.3 Prediction Algorithms

Several algorithms are available for prediction tasks:

e Decision Tree Algorithms: introduced by Quinlan in
1986 with the ID3 algorithm, decision trees construct
hierarchical models using rules derived from recursive
data splits, optimizing metrics like information gain or
impurity reduction [15]. Decision trees are interpretable
but prone to overfitting, especially with noisy datasets.
One of the algorithms of this nature applied to regression
is Classification and Regression Trees (CART), based on
the construction of binary decision trees, serving as an
efficient method for segmentation and prediction [16].

e Random Forest (RF): developed by Breiman in 2001, RF
addresses decision tree limitations by combining multiple
trees trained on random subsets of data and features,
using ensemble learning techniques to improve accuracy
and generalization. RF excels in handling high-
dimensional data and provides intrinsic feature
importance measures [17].

e  K-Nearest Neighbors (KNN): introduced by Cover and
Hart in 1967, KNN is a non-parametric method that
classifies samples based on their proximity to the nearest
neighbors in a multidimensional space. Despite its
simplicity, KNN is sensitive to noise and hyperparameter
choices, such as the value of k [18].

e  Support Vector Machines (SVM): proposed by Vapnik in
the 1990s, SVM relies on the concept of maximum
margins to identify the optimal hyperplane separating
data in a high-dimensional space. It is particularly
effective in non-linear problems when paired with
appropriate kernels [19].

e  Multiple Linear Regression (MLR): rooted in the works
of Galton and Pearson in the late 19th century, MLR
models  linear relationships between  multiple
independent variables and the target variable. While
simple and widely used, it struggles with non-linear
relationships and multicollinearity among features [20].

In summary, decision-tree-based algorithms are versatile and
effective for various applications, while methods like KNN, SVM,
and MLR are better suited for specific scenarios, depending on data
structure and variable relationships.

3. MATERIALS AND METHODS

3.1 Materials

A public dataset from the Recife City Hall was used in this study.
It contains 3.531 records, including address details (street, number,
complement, neighborhood, city), year of construction, land area,
built area, finishing standard, construction type, occupancy type,
appraised property value, sale transaction date, property condition,

and property type.

The Python programming language was chosen for data
processing due to its simplicity in implementing machine learning
algorithms, supported by libraries such as Pandas [21] and Scikit-
learn [22]. Development was conducted on the Google
Collaboratory platform (Google Colab) [23], leveraging its cloud
computing capabilities.

3.2 Methods

The proposed methodology follows the Knowledge Discovery in
Databases (KDD) process (Figure 1), which consists of five key
steps: selection, preprocessing, transformation, data mining, and
evaluation, aiming to develop an accurate prediction tool [6]. Each
step is detailed below.
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Figure 1. Methodological flowchart.
3.2.1 Selection

In this step, a preliminary analysis was conducted to evaluate
property characteristics and the region where it is located, focusing
on an initial classification of prices for previously sold properties.
This analysis provided critical insights to support the supervised
regression algorithm in predicting property values based on
correlations between price and property features.
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3.2.2 Preprocessing

Preprocessing involved handling inconsistent and null data to
prevent negative impacts on the analysis. The dropna and fillna
methods from the Pandas library were employed to remove rows or
columns with null values and to replace null values with the mean
of the attribute, respectively. Additionally, categorical attributes
were converted into numerical values using LabelEncoder and
OneHotEncoder from the Scikit-learn library.

3.2.3 Transformation
The transformation step focused on data standardization to ensure
all attributes were on a common scale, eliminating potential biases
during model training. Standardization adjusted the data to have a
mean of 0 and a standard deviation of 1, as represented in Eq. (1):
X—HU
o

7 =

(M

where x is the data value to be standardized, u is the mean of the
data distribution, and ¢ is the standard deviation of the data
distribution [24]. This transformation was performed using the
StandardScaler method from the Scikit-learn library.

3.2.4 Data Mining

Five regression algorithms were implemented: CART, KNN,
MLR, SVM and RF. Data was split into training (80%) and testing
(20%) sets.

Except for MLR, all algorithms were implemented using Scikit-
learn. CART utilized  DecisionTreeRegressor with
random_state=26  for  reproducibility. =~ KNN  employed
KNeighborsRegressor with parameters: n_neighbors=3 (three
nearest neighbors), metric="euclidean' (Euclidean distance),
weights="uniform’  (equal neighbor  weighting), and
algorithm="auto' (automatic algorithm selection). SVM used the
SVR method with default settings: kerne/="rbf' (mapping data to a
higher-dimensional space), C=1.0 (controlling training error
penalties), and epsilon=0.1 (tolerance margin for ignored points).
RF applied RandomForestRegressor with n_estimators=100 (100
decision trees) and random_state=26 for consistent results.

MLR was implemented using the statsmodels library. Predictor
variables (X) included attributes like location and property
characteristics, while the target variable (y) represented property
prices. Categorical variables in X were converted to dummy
variables with drop first=True to prevent multicollinearity. An
intercept was added with sm.add constant, and the model was
fitted using the Ordinary Least Squares (OLS) method, providing
metrics such as the coefficient of determination.

3.2.5 Evaluation

Each algorithm was evaluated by testing the fitted model on the
X test dataset to generate predictions (y pred), which were
compared to the actual values (y_test). The evaluation metrics
included R? (2_score), measuring the coefficient of determination;
Mean_Absolute_Error (MAE), the mean of absolute errors;
Mean Squared Error (MSE) with squared=True, penalizing larger
deviations; and Root Mean Squared Error (RMSE), the square root
of MSE, maintaining consistency with the original variable's units.
These metrics were computed using sklearn.metrics from Scikit-
learn, selected for its simplicity and efficiency in machine learning
model evaluation.

4. RESULTS

The attribute selection process reduced the dataset to 9 columns,
retaining the following variables: street, neighborhood, year of
construction, land area, built area, finish standard, type of
construction, type of occupation, property condition, property type,
and appraisal value.

Figure 2 highlights a strong positive correlation (96%) between
the built area and the appraisal value, indicating that larger
properties tend to have higher values. Additionally, a moderate
positive correlation (20%) between finish standard and property
condition suggests that higher-quality finishes are associated with
better property conditions. Negative correlations were also
identified, such as between street and year of construction (-26%)
and street and land area (-15%). These relationships imply that
property location, age, and size are interrelated factors that
influence pricing. These insights are crucial for regression
modeling, as they reveal how independent variables impact the
dependent variable (appraisal value).
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Figure 2 — Attribute correlation.

Figure 3 presents histograms of the selected attributes, showing
skewed distributions across several variables. The following
patterns were observed:

e Street and neighborhood: long-tailed distributions,
indicating highly concentrated values in the initial
categories.

e  Year of construction: most properties were built after
2000.

e Land area and built area: concentration around lower
values with noticeable outliers.

e Finish standard: three distinct categories, with most
properties falling into low or medium finish standards.

e  Type of occupation: dominated by residential properties.

e  Property condition: most properties are categorized as
either "good" or "regular."

e  Appraisal value: highly skewed distribution, with most
properties falling into lower value ranges and a few high-
value outliers.
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These di

istributions suggest the need for preprocessing steps, such

as normalization or transformation, to optimize model
performance.
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Figure 3 — Attribute histogram.

Supervised learning algorithms were applied using regression
techniques on the refined dataset. Performance metrics for the
models are summarized in Figure 4:

CART: delivered improved results with an R? of 0.73,
MAE of 5.033, MSE of 10.688, and RMSE of 5.344,
outperforming KNN.

KNN: moderate performance with an R? of 0.72, MAE of
5.114, MSE of 10.696, and RMSE of 5.348, indicating
reasonable predictive accuracy.

MLR: despite the highest R? (0.93), it exhibited a high
MAE (5.411), MSE of 11.346, and RMSE of 5.673,
indicating that while the model captured overall
variability well, it struggled with accurate individual
predictions.

SVM: performed poorly, with a negative R? (-0.09) and
the highest error metrics (MAE: 5.409, MSE: 10.980,
RMSE: 5.646), reflecting large deviations and low
precision.

RF: achieved the best results, with an R? of 0.86, MAE
of 4933, MSE of 10.406, and RMSE of 5.204,
demonstrating superior ability to reduce errors and
capture patterns.

RF emerged as the most robust and reliable model, while SVM
and MLR faced significant challenges in providing consistent

results.
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Figure 4 — Performance metrics.

Training times varied significantly among the models, as
illustrated in Figure 5:

CART and KNN: fastest training times,
intermediate  performance  with
requirements.
RF: longer training time due to the complexity of
constructing multiple decision trees, but the superior
results justify the resource demand.

delivering
low  hardware

SVM: one of the slowest, with poor performance, making
it less suitable for this dataset.

MLR: a training time of 3 seconds, reflecting its
computational simplicity, but with mixed performance
outcomes.

The balance between processing time and predictive accuracy
makes KNN and Decision Tree attractive options for resource-
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limited scenarios. However, RF’s higher resource demand is
justified by its significantly better accuracy.

6

Time (seconds)

T
CART KNMN MLR. SVM RF
Algerithms

Figure 5 — Model training time.

S. CONCLUSIONS

This study evaluated and compared the performance of various
supervised learning algorithms in predicting property appraisal
values, utilizing a dataset comprising key variables related to
property characteristics. The analysis incorporated Attribute
Selection techniques and five regression algorithms: CART, KNN,
MLR, SVM and RF. Model performance was assessed using
standard metrics widely recognized in the literature, including R?,
MAE, MSE, and RMSE.

The findings demonstrated that RF outperformed other models,
achieving a superior balance between accuracy and generalization.
This result underscores its robustness in capturing complex patterns
within the dataset, enabling more reliable and consistent
predictions. Conversely, SVM exhibited the weakest performance,
with a negative R? and the highest MAE, MSE, and RMSE values,
indicating its inability to effectively model the relationships
inherent in the data. While Multiple Regression achieved the
highest R?, its high individual prediction errors highlighted its
limitations in providing consistent performance across all
instances.

This study makes a valuable contribution to the literature by
presenting a detailed comparative analysis of machine learning
approaches for real estate price prediction. It also sheds light on the
influence of variable correlations and distributions on modeling
outcomes, particularly the relationships between attributes such as
built area and appraisal value, and finish standard and property
condition. Moreover, the comparative evaluation of performance
metrics emphasizes the critical importance of selecting models that
balance predictive accuracy, generalization, and computational
efficiency. These insights provide a foundation for future research
in real estate price prediction, demonstrating the relevance of
supervised learning techniques in developing robust and reliable
predictive models
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